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Abstract—This paper presents a model predictive direct power
control (MPDPC) scheme for high-power grid-connected neutral-
point-clamped converters. The controller regulates the instan-
taneous real and reactive power, as well as the neutral-point
potential of the converter, within a set of symmetrical bounds,
whilst at the same time minimising the switching frequency of
the converter. The proposed approach is distinct from previous
predictive power control strategies in that a long prediction
horizon is used, allowing lower device switching frequencies to
be achieved. A detailed model of the system is provided and
the control algorithm is discussed. Simulation results validate
the applicability of the controller to a 3 kV, 6.72 MVA system.
Experimental results, which are presented for a 240 V, 1.68
kVA prototype, show good agreement with those obtained in
simulation and further validate the concept.

Index Terms—Direct power control, model predictive control,
neutral-point-clamped converter

I. I NTRODUCTION

OVER the last decade, the use of Model Predictive Control
(MPC) [1] in power electronics applications has grown

substantially, providing a viable alternative to the established
control paradigms [2] - [6]. In particular, the Finite Con-
trol Set-MPC (FCS-MPC) approach has become very well-
known [4] - [8]. FCS-MPC eschews a Pulse-Width Modulation
(PWM) stage, and instead approaches the control task as an
on-line optimisation problem. At each time-step, the switching
state that is predicted to minimise a given cost function is
applied to the converter. The FCS-MPC cost function usually
incorporates a linear or quadratic penalty on output error [9],
and may include additional terms penalising, for instance,
device switching frequency [10].

Several FCS-MPC-based strategies have been proposed for
grid-connected converters, with a number of these directly
regulating the real and reactive power delivered to (or drawn
from) the grid, e.g. [11] - [14]. Slightly different approaches
are presented in [15] - [17]. Such approaches can be regarded
as extensions of the Direct Power Control (DPC) concept [18],
with the look-up operation replaced by an on-line optimisation
algorithm. The first such approach was presented for the
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control of a two-level active-front end in [11], and further
developed in [12]. In [13], a strategy which is based on
duty cycle control is presented. In [14], a strategy which
is designed for a Medium-Voltage (MV) four-level diode-
clamped converter is proposed. In addition to grid-connected
converters, FCS-MPC strategies have also been developed for
stand-alone applications [19] and machine drives [20].

An alternative MPC-based approach has emerged in paral-
lel with FCS-MPC. Model Predictive Direct Torque Control
(MPDTC), presented in [21] - [24], was developed specifically
for the control of induction machine drives. By regulating
the electromagnetic torque and stator flux magnitude withina
given set of bounds, and by utilising the concept of trajectory
extension, MPDTC is able to achieve prediction horizons of
up to 100 time-steps [25]. This allows MPDTC to achieve very
low device switching frequencies, making it very well-suited to
MV applications, where reducing the switching frequency isan
important objective. A natural extension of MPDTC is Model
Predictive Direct Current Control (MPDCC), where the stator
currents are directly regulated [26]. A recent review of direct
MPC strategies with long prediction horizons is presented in
[2].

This paper presents Model Predictive Direct Power Control
(MPDPC), a new approach to the control of grid-connected
converters, which regulates the instantaneous real and reactive
power delivered to the grid within a set of symmetrical
bounds, whilst minimising the device switching frequency
of the converter. The use of a multi-step prediction horizon
distinguishes MPDPC from the FCS-MPC-based strategies
presented in [11] - [14]. The key benefit of MPDPC is the
ability to achieve average device switching frequencies ofwell
under 500 Hz whilst remaining within the acceptable limits of
grid current harmonic distortion. Although some FCS-MPC-
based controllers have also been shown to reduce the device
switching frequency for MV grid-connected applications, e.g.
[14], these approaches may still result in average device
switching frequencies in excess of 500 Hz.

Simulation results, which are provided for a 3 kV, 6.72 MVA
case study, verify the applicability of MPDPC to a high-power
grid-connected Neutral-Point-Clamped (NPC) converter. By
investigating the tuning of the controller, we demonstratethe
conditions that yield the best level of performance for MPDPC.
Subsequently, it is shown that at the chosen operating pointthe
proposed MPDPC strategy is capable of offering lower device
switching frequencies than FCS-MPC-based power control,
with a reduction of up to 36% exhibited at the chosen steady-
state operating point. A simplified implementation strategy is
proposed, and experimental results are presented for a 240 V,
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Fig. 1: Representation of a three-phase neutral-point-clamped converter con-
nected to the grid.

1.68 kVA prototype. The per-unit (p.u.) values from the MV
case-study are preserved, enabling direct comparison between
simulation and experimental results. The experimental results
exhibit excellent agreement with equivalent simulation results,
providing support for the practical feasibility of MPDPC.
Although the MPDPC concept was initially proposed in [27],
issues relating to controller tuning, implementation strategies,
and experimental evaluation have not yet been addressed.
These are significant practical concerns, and as such this paper
makes an important contribution by addressing these issues.

II. SETUP AND CONTINUOUS-TIME MODELLING

A representation of the system under consideration, which
consists of a three-phase NPC converter connected to the grid
via anL-filter, is shown in Fig. 1. The converter switching state
is denoteduabc = [ua ub uc]

T ∈ {−1, 0, 1}3, the three-phase
grid current vectoriabc = [ia ib ic]

T , and the three-phase grid
voltage vectorvg,abc = [vga vgb vgc]

T . All modelling assumes
that the direction of power flow is from converter to grid.
The total DC-link voltage is given by the sum of the voltages
across the upper and lower capacitors, i.e.Vdc = VC1

+ VC2
.

The neutral-point potential,vn, is defined relative to the mid-
point of the DC-link, and is given byvn = (VC2

− VC1
)/2,

which under balanced conditions, whenVC1
= VC2

, is zero.
The dynamics ofvn can be described according to

dvn
dt

=
1

2Cdc

|uabc|T iabc (1)

whereC1, C2 = Cdc and |uabc| = [|ua| |ub| |uc|]T . For a
three-wire system, such thatia + ib + ic , 0, vn is only
affected when one or two of the switching states are equal to
zero.

Variablesξabc = [ξa ξb ξc]
T in the three-phaseabc reference

frame are transformed toξ = [ξα ξβ ]
T in the orthogonal

αβ reference frame throughξ = 2

3
Pξabc, whereP is the

transformation matrix

P =

[

1 − 1

2
− 1

2

0
√
3

2
−

√
3

2

]

. (2)

Conversely,ξ can be transformed toξabc via ξabc = PT ξ.
Having modelled the internal dynamics of the converter

and related theabc and αβ reference frames, the converter
switching state,uabc, can be related to theαβ-frame voltage
at the terminals of the converter,v = [vα vβ ]

T . As a first step,
uabc can be converted to a correspondingabc-frame output
voltage vector,vabc = [va vb vc]

T , via

vm =

{

umVdc

2
if um ∈ {−1, 1}

vn if um = 0
, m ∈ {a, b, c}. (3)

whereva, vb andvc are defined relative to the mid-point of the
DC-link. Subsequently,vabc can be converted tov throughv =
2

3
Pvabc. For the sake of brevity, a function mappinguabc to v

will be denotedv = fv(uabc, Vdc, vn). Next, the continuous-
time dynamics of the grid currents and grid voltages can be
expressed as

dx

dt
= Ax+Bv = Ax+Bfv(uabc, Vdc, vn) (4)

where the vectorx is composed of theαβ-frame grid current
and voltage vectors,i = [iα iβ ]

T and vg = [vgα vgβ ]
T , such

that
x = [iT vTg ]

T = [iα iβ vgα vgβ ]
T (5)

and where the matricesA andB are given by

A = −


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0

0
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0 0
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(6)

whereLg is the filter inductance,Rg the filter resistance, and
ω = 2πf , where f is the frequency of the grid. It should
be noted that the state equation assumes the grid voltages to
be balanced. Although not considered in this paper, the state-
matrix A could be modified to also apply under unbalanced
grid conditions, i.e. in the presence of grid faults. Several
works have already proposed controllers which deal with this
issue, refer to e.g. [28] for an overview. The instantaneous
real and reactive power which are delivered to the grid,p and
q, can be defined in terms of theαβ-frame grid currents and
voltages via [29]

p =
3

2
(iαvgα + iβvgβ), q =

3

2
(iαvgβ − iβvgα). (7)

III. M ODEL PREDICTIVE DIRECT POWER CONTROL

A. Setup

The MPDPC setup is shown in Fig. 2. At each time-
stepk, the upper and lower DC-link capacitor voltages and
the abc-phase grid currents and grid voltages are measured.
The upper and lower capacitor voltages, collectively denoted
VC1,2

(k), are used to determineVdc(k) and vn(k) via the
simple expressions from the previous section. Similarly, the
measured grid currents and grid voltages are converted from
the abc-frame to theαβ-frame to yield the vectorsi(k) and
vg(k), respectively. These measured values are provided to the
controller, along with the referencepq∗(k) = [p∗(k) q∗(k)]T ,
with the controller determining the optimal input,u(k), to
apply to the converter. In the system under consideration,
switching transitions between the upper and lower rails are
prohibited and are not considered by the controller. Such
restrictions are mandatory in industrial NPC converters in
order to avoid shoot-through, see e.g. [23].

B. Internal Control Model

An internal control model which describes the dynamics
of the system is a necessary component for MPC-based
controllers [1]. For MPDPC, a discrete-time state-space model
is used, witht = kTs, where t ∈ R denotes (continuous)
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time, k ∈ N0 denotes the current time-step, andTs denotes
the sampling interval. The input vector,u(k), is defined as the
three-phase switching state of the converter, i.e.

u(k) = uabc(k) = [ua(k) ub(k) uc(k)]
T . (8)

Due to the differing nature of the dynamics of the neutral-
point potential and the grid currents and voltages (see (1)
and (4)), it is convenient to utilise two (coupled) discrete-time
models. The first, which describes the non-linear discrete-time
dynamics of the neutral-point potential, is based on forward-
Euler discretisation. By recalling (1), (2) and (5) and noting
that

dvn
dt
≈ 1

Ts

(vn(k + 1)− vn(k)) (9)

it is possible to state that

vn(k + 1) =
Ts

2Cdc

|u(k)|T [PT 03×2]x(k) + vn(k) (10)

with x(k) defined in the same manner as (5) and where03×2

denotes the 3 x 2 zero matrix. The linear dynamics described
by (4) can be discretised by applying a zero-order hold to the
neutral-point potential over the sampling intervalTs, through
which the discrete-time dynamics of the state vector are given
by

x(k + 1) = Fx(k) +Gfv(u(k), Vdc(k), vn(k)) (11)

with F andG given by

F = eATs , G = A−1(F − I4×4)B (12)

and whereI4×4 denotes the 4 x 4 identity matrix. Because
the sampling frequency1/Ts (in the range of 10 - 40 kHz) is
significantly higher than the switching frequency (in the range
of 200 - 500 Hz), the dynamics of the neutral-point potential
are relatively slow, and the switching state is always held
constant between sampling instants, (11) can be regarded as
constituting a near-exact discrete-time model for the purposes
of MPDPC. Finally, the discrete-time output vector, which
contains the variables that the controller seeks to directly
regulate, is given by

y(k) = [p(k) q(k) vn(k)]
T (13)

which, be recalling (7), is easily defined as

y(k) =





3

2
(x1(k)x3(k) + x2(k)x4(k))

3

2
(x1(k)x4(k)− x2(k)x3(k))

vn(k)



 (14)

where xn(k) denotes then-th element of the vectorx(k).
The above model can be applied at any time-step within a
prediction, such thatk can be substituted withk + ℓ. Note
that the model assumes that the DC-link voltage remains
constant for the duration of each prediction, i.e.Vdc(k + ℓ)
= Vdc(k), ∀ℓ ∈ {0, 1, ..., Np − 1}.
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Fig. 2: Basic setup for model predictive direct power controlfor a three-phase
neutral-point-clamped converter connected to the grid.

C. Control Objectives and Procedure

The primary objective of MPDPC is directly inherited from
conventional DPC; namely, to regulate the real and reactive
power within a set of symmetrical bounds defined about the
respective references,p∗ and q∗. For the NPC converter,
the controller is also required to regulate the neutral-point
potential. This is achieved in the same manner as MPDTC
[22], with a set of symmetrical bounds defined about the
neutral-point potential reference,v∗n , 0. Thus, the controller
aims to ensure that the following constraints are satisfied

|m∗(k)−m(k)| ≤ δm, m ∈ {p, q, vn}. (15)

The secondary objective is to minimise the switching fre-
quency of the converter, which is achieved by minimising the
switching commutations over time. Unlike most formulations
of predictive power control, which utilise a fixed prediction
horizon of one time-step, i.e.Np , 1, MPDPC instead
utilises a switching horizon,Ns, of fixed length, giving rise to
prediction horizons of varying length. The switching horizon
contains an ordered sequence of events which take place within
each prediction: switch, denoted by ‘S’, and extend, denoted
by ‘E’. When an ‘S’ event occurs, the controller has the
freedom to switch from the current input to a new input,
advancing the prediction horizon by one time-step. When an
‘E’ event occurs, the input is held constant, with the state
and output trajectories extended until violation of the output
constraints is predicted to occur, advancing the prediction
horizon by a variable number of time-steps. Note that a lower
case ‘e’ event can be included at the beginning of the switching
horizon; this represents an ‘optional’ extension step before the
first ‘S’ event. One can thus consider the switching horizons
Ns = ‘SSE’, ‘eSE’, ‘eSESE’, ‘eSESESE’ and so on. For each
candidate input sequenceU j(k) = [uj(k) ... uj(k+N j

p −1)],
j ∈ Jc, whereJc contains the indices of all candidate input
sequences, the cost is given by the number of switching
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transitions divided by the prediction horizon, i.e.

cj =

Nj
p−1
∑

ℓ=0

‖uj(k + ℓ)− uj(k + ℓ− 1)‖1
N j

p

. (16)

If there are no candidate input sequences, i.e.Jc = ∅, the cost
is determined through a modified approach. Each allowable
input uj(k), j ∈ Jdl, whereJdl contains the indices of all
allowable inputs at time-stepk, is considered. With the error
vector ǫj defined as the normalised deviation of the output
vector from its reference, i.e.

ǫj = diag(1/δp, 1/δq, 1/δvn
)×(|y∗(k+1)−yj(k+1)|) (17)

wherey∗(k+1) = [p∗(k+1) q∗(k+1) 0]T , the cost for each
input is computed according to

cjdl = ||ǫj ||∞. (18)

Finally, the index of the optimal input sequence is found via

j = argmin cj

j∈Jc

or j = argmin cjdl
j∈Jdl

. (19)

with the first input of the sequence,u(k) = uj(k), applied
to the converter. Further details are omitted due to space con-
straints; a more detailed explanation of the MPDPC algorithm
can be found in [27], with the MPDTC algorithm, from which
MPDPC is descended, discussed in detail in [21] - [24].

IV. SIMULATION RESULTS

In this section, simulation results are presented for a 3
kV, 6.72 MVA system, with additional ratings and parameters
provided in Table I. The first purpose of the results is to exam-
ine the performance of the controller as the real and reactive
power bounds,δp andδq, are varied. The second is to validate
the steady-state performance of MPDPC by benchmarking it
against different control strategies; namely Voltage-Oriented
Control (VOC) with Space Vector Modulation (SVM), and
FCS-MPC-based power control. The results in this section
evaluate the controllers under ‘best-case’ conditions; the grid
voltage is treated as being ideal and is free of harmonics
and amplitude/frequency variation. Controller delay is treated
as being negligible, and measurements are free of offset and
noise. For MPDPC, the sampling interval is fixed atTs = 25
µs; this is typically used when evaluating the performance of
MPDxC in simulation, see e.g. [30], and it should be noted
that for MPDPC, a relatively narrow sampling interval of 25

TABLE I: RATINGS AND PARAMETERS OF THE MEDIUM-VOLTAGE
AND LOW-VOLTAGE SYSTEMS.

Ratings and Parameters
Quantity MV value LV value p.u. value

DC-link voltage,Vdc 5 kV 400 V 2.041
Grid line-to-line voltage,Vg 3 kV 240 V 1.225
Grid current,Ig 1.29 kA 4.04 A 0.707
Grid power,Pg 6.72 MVA 1.68 kVA 1.000
Grid frequency,f 50 Hz 50 Hz 1.000
DC-link capacitance,Cdc 10 mF 390 mF 4.200
Inductance,Lg 1.13 mH 29 mH 0.266
Resistance,Rg 20 mΩ 0.5 Ω 0.015

||δpq|| [p.u.]

i T
D
D

[%
]

0.08 0.10 0.12 0.14 0.16 0.18
4

6

8

10

Fig. 3: Grid current distortion against||δpq || for Ns = ‘eSE’.

- 50 µs is necessary in order for the benefit of medium-to-
long switching horizons to be fully realised. Because the total
DC-link voltageVdc is treated as being constant, outer control
loops are not used. For all results the real power reference is
p∗ = 1 p.u. whilst the reactive power reference isq∗ = 0 p.u..

A. Tuning

Unlike FCS-MPC, where the issue of controller tuning
primarily relates to the assignment of weighting terms within
the cost function [9], the tuning of MPDPC is concerned with
the assignment of appropriate values to the real and reactive
power bounds,δp and δq. In general, wider bounds lead to
higher values of grid current Total Demand Distortion (TDD)
and lower switching frequencies, with the reverse being true
for narrower bounds. Although the neutral-point potentialis
also regulated within a set of bounds, the bound widthδvn

is
usually fixed at around 0.03 p.u. and is not considered when
tuning the controller. In this section, we defineδpq = [δp δq]

T .
Fig. 3 shows the grid current TDD,iTDD, against the

Euclidean-norm of the bounds,||δpq|| =
√

δ2p + δ2q , when
varyingδp andδq between 0.06 and 0.12 p.u. withNs = ‘eSE’.
It is clear that there is a linear relationship between||δpq|| and
the grid current TDD, with the value of||δpq|| being the main
parameter that is responsible for determiningiTDD. This is
further illustrated in Table II, which shows the grid current
TDD for ||δpq|| = 0.12 p.u., with different combinations ofδp
and δq and withNs = ‘eSE’, ‘eSESE’ and ‘eSESESE’. The
values of TDD that are summarised in Table II further support
the assertion that the value of||δpq|| is the main parameter
that is responsible for controlling the value ofiTDD, with the

TABLE II: R EAL AND REACTIVE POWER BOUNDS AND ASSOCI-
ATED GRID CURRENT DISTORTION WITH DIFFERENT SWITCHING
HORIZONS.

Bounds [p.u.] iTDD [%]
δp δq eSE eSESE eSESESE

0.060 0.104 6.4 6.4 6.3
0.072 0.096 6.5 6.6 6.4
0.085 0.085 6.5 6.8 6.4
0.096 0.072 6.6 6.8 6.5
0.104 0.060 6.5 6.5 6.4
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Fig. 4: Average device switching frequency (top row) and average prediction horizon (bottom row) against the width of the real power bound,δp, for different
values of||δpq ||. Results for the switching horizons eSE (◦) and eSESESE (+) are shown.||δpq || = 0.10 p.u. (a) and (d), 0.12 p.u. (b) and (e), and 0.14 p.u.
(c) and (f).

individual combination ofδp andδq having little influence for
a given value of||δpq||.

Subsequently, we examine the relationship between the
bounds and the average device switching frequency,fsw. Fig.
4 shows howfsw and the average prediction horizon (number
of time-steps),Nav

p , change asδp is varied, for three different
values of||δpq||. The individual data points are shown along
with second-order trend curves. For all values of||δpq||, δp
is gradually incremented withδq (not shown) correspondingly
decremented. Fig. 4(a) shows the relationship betweenfsw and
δp with ||δpq|| = 0.1 p.u. for bothNs = ‘eSE’ and ‘eSESESE’.
It is clear that asδp is initially incremented,fsw decreases
rapidly, before becoming much flatter as the values ofδp
and δq approach one another (the point at whichδp = δq is
denoted by a thick dashed line). The trend curves for both
switching horizons attain a minimum at approximately this
point, before gradually increasing asδp is further increased.
Fig. 4(d) shows howNav

p changes for the same values of
δp. For both switching horizons,Nav

p reaches a peak at
approximately the same point asfsw attains a minimum.

Figs. 4(b) and 4(e) show the same relationships with||δpq||
= 0.12 p.u.. For both switching horizons, the same trends
are apparent, withfsw reaching a minimum, andNav

p a
maximum, around the point whereδp = δq. The same trends
are also visible in Figs. 4(c) and 4(f) with||δpq|| = 0.14
p.u.. Note also that as||δpq|| is increased, the average device
switching frequencies decrease, whilst the average prediction
horizons increase. Fig. 4 also highlights the improvement in

performance that is exhibited when the switching horizon
is extended from ‘eSE’ to ‘eSESESE’, with the resulting
increase in prediction horizon giving rise to lower switching
frequencies.

The trends in Fig. 4 indicate that for a given value of
||δpq||, the best performance is approximately obtained when
δp = δq. This is explained by the fact that ‘square’ bounds on
the real and reactive power result in the same bounds being
(implicitly) imposed on thedq-frame currents. For MPDPC,
this provides the best approximation to (rotating) hexagonal
bounds on thedq-frame grid currents, which as shown in [26]
are optimal with respect to current distortion. Consequently,
by imposing the constraint thatδp , δq, the tuning process
for MPDPC becomes relatively straightforward. Referring to
the linear trend exhibited in Fig. 3 and with∆ denoting a
change in a variable, it becomes possible to say that∆iTDD ≈√
2K∆δp,

√
2K∆δq, where ||δpq|| ,

√
2δp,

√
2δq, and

whereK is a constant of proportionality. For the system under
consideration, it can be deduced from Fig. 3 thatK ≈ 57 for
the range of||δpq|| that is shown.

It should be noted that the linear relationship breaks down
for very low or high values of||δpq||. If ||δpq|| was reduced
below a certain level, then the controller would reach a lower
TDD limit, with a corresponding upperfsw limit. Conversely,
if ||δpq|| was raised to a certain point, it would enter six-
step operation. The value of||δpq|| that corresponds to the
upper fsw limit is determined by the sampling interval,Ts,
the voltage margin between the DC-link voltage and the
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TABLE III: S IMULATED STEADY-STATE PERFORMANCE COMPARISON OFVOC WITH SVM, FCS-MPCAND MPDPC. THE SECOND
SECTION SHOWS ABSOLUTE VALUES, AND THE THIRD SECTION SHOWS PERCENTAGE VALUES RELATIVE TOVOC WITH SVM.

Control Control Switching Average prediction iTDD fsw iTDD fsw
scheme setting horizon,Ns horizon,Nav

p [%] [Hz] [%] [%]

VOC with SVM fc = 750 Hz - - 4.4 400 100 100
FCS-MPC λn = 3.8,λfsw = 0.034 - Np , 1 4.6 526 105 132
MPDPC δp = δq = 0.06 p.u. eSE 11 4.6 394 105 98.5
MPDPC δp = δq = 0.06 p.u. eSESE 24 4.5 356 102 89.0
MPDPC δp = δq = 0.06 p.u. eSESESE 37 4.6 335 105 83.8

magnitude of the grid voltage, and the values ofLg andRg.
If we treat the highest allowable average device switching
frequency of an MV converter as being around 500 Hz, then
for the system under consideration, the minimum acceptable
value of ||δpq|| is around 0.05 p.u. forNs = ‘eSE’. ForNs =
‘eSESE’ andNs = ‘eSESESE’, the minimum acceptable value
of ||δpq|| is slightly lower.

Under the assumption of unity power factor operation, the
results relating to tuning can be regarded as general. This stems
from the use of p.u. bounds, which are defined relative to
the rated power, and the use of TDD, which expresses the
harmonic components of the current as a percentage of the
rated, rather than instantaneous, fundamental component [31].
As such, the trends shown in Figs. 3 and 4 would exhibit little
variation with different values ofp∗.

B. Steady-State Performance Evaluation

In order to evaluate the steady-state performance of the
proposed MPDPC concept, it is compared against VOC with
SVM and FCS-MPC-based power control. VOC is a well-
known approach for the control of grid-connected converters,
see e.g. [32], and the references therein, and thus constitutes
an important benchmarking tool. The SVM modulation stage
is implemented according to [33]. The FCS-MPC controller is
implemented according to the method proposed in [12], [14],
with the weighting terms in the cost function penalising the
number of switching transitions,λfsw , and the magnitude of
the neutral-point potential,λn, as proposed for NPC converters
in [10]. The sampling interval for FCS-MPC isTs = 100
µs, which is used in [14]. The approach that is presented
in [14] represents the current state-of-the-art for direct-MPC-
based power control of MV grid-connected converters, and
therefore forms another important benchmark when assessing
the performance of MPDPC.

The strategies are compared in Table III. The carrier fre-
quency,fc, for SVM, the weighting terms for FCS-MPC, and
the real and reactive power bounds for MPDPC are tuned such
that the grid current TDD is fixed at approximately 4.5% for all
strategies. The resulting average device switching frequency
for VOC is 400 Hz. FCS-MPC results in an average device
switching frequency of 526 Hz, significantly higher than that
of VOC with SVM. With the switching horizonNs = ‘eSE’,
MPDPC is able to achieve approximately the same device
switching frequency as VOC whilst offering a reduction in
switching frequency of 25% compared to FCS-MPC. With
the switching horizon extended toNs = ‘eSESE’, MPDPC is
able to offer a reduction in switching frequency of more than
10% compared to VOC and more than 32% compared to FCS-
MPC, and with the switching horizon further extended toNs =

‘eSESESE’, MPDPC is able to offer a reduction in switching
frequency of about 15% compared to VOC and 36% compared
to FCS-MPC. Note that the average prediction horizon more
than triples as the switching horizon is extended from ‘eSE’
to ‘eSESESE’.

The reduction in steady-state switching frequency that is
potentially afforded by MPDPC, relative to VOC and FCS-
MPC, is an important advantage of the proposed strategy. This
is because lower switching frequencies improve the efficiency
of high-power converters, and may prevent the premature
degradation or failure of devices such as the Integrated Gate-
Commutated Thyristor (IGCT). As an alternative compari-
son, one could tune the controllers to achieve approximately
the same switching frequency, under which circumstances
MPDPC would offer a reduction in grid current TDD. This
is shown for MPDCC in [26].

V. EXPERIMENTAL IMPLEMENTATION AND RESULTS

A. Setup

In this section, experimental results are provided in orderto
validate the practical applicability of the MPDPC concept.Re-
sults have been obtained using a down-scaled 240 V, 1.68 kVA
system, with additional parameters provided in Table I. The
Total Harmonic Distortion (THD) of the grid voltage,vg,THD,
was measured at approximately 1.5%, with the majority of the
harmonic content concentrated at the 5th and 7th harmonics.
Because the experimental prototype preserves the p.u. values
from the MV setup, direct comparison with results obtained
in simulation is possible. The DC-link is fed from a constant-
voltage power supply. The upper and lower DC-link capacitor
voltages and theabc-phase grid currents and grid voltages are
directly sampled and fed to the controller. The control algo-
rithm is implemented on the 150 MHz TMS320F28335 Digital
Signal Processor (DSP). Gate signal and dead-time generation
is handled by an Altera Cyclone II Field-Programmable Gate
Array (FPGA). The DSP was programmed using C, and the
FPGA was configured using VHDL. The same steady-state
operating point that was used in simulation is retained, i.e. p∗

= 1 p.u.,q∗ = 0 p.u..

B. Low-Complexity Algorithm

Because of the limited processing power of the available
control platform, a modified approach is adopted. The switch-
ing horizon is limited toNs = ‘eSE’ and the sampling interval
is extended toTs = 100 µs. Extension steps are carried out
using Linear Extrapolation (LE), which was also used for
MPDTC in [21] - [23]. Note that in order to compensate for the
delay that is introduced by the controller, a delay compensation
strategy is utilised [23], [34]. At time-stepk, the optimal input
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that was computed at the previous time-step is applied, with
the measured states projected forward tok+1 and the optimal
input to be applied atk + 1 being determined. In this section
ξ(k+ℓ|k) denotes a value at time-stepk+ℓ which is calculated
based on measurements obtained at time-stepk. In order to
further simplify the implementation, the control procedure is
converted from a minimisation to a maximisation problem.
This changes the cost function for a candidate input to

cj = N j
p

1

∆uj
(20)

with the optimal input index becoming

j = argmax cj

j∈Jc

. (21)

where1/∆uj denotes the inverse of the number of switching
transitions betweenu(k|k− 1) anduj(k+1|k). The value of
1/∆uj is retrieved from a look-up table. By adopting such
an approach, the cost can be calculated without the use of
division terms, which are expensive in the context of a DSP.
The resulting algorithm is the following.

1) Sample the voltages of the DC-link and theabc-phase
grid currents and grid voltages, and apply the previously
calculated input,u(k|k − 1), to the converter.

2) Determine the neutral-point potentialvn(k|k) and the
state vectorx(k|k). Using the internal control model,
calculatex(k+1|k), vn(k+1|k) andy(k+1|k) based
on the inputu(k|k − 1).

3) Using the internal control model, calculatex(k + 2|k),
vn(k+2|k) andy(k+2|k) with u(k+1|k) = u(k|k−1).
If each component ofy(k + 2|k) is within its bound or
moving closer to its reference, then setu(k + 1|k) =
u(k|k− 1) and proceed to Step 7. Else, proceed to Step
4.

4) Initiate the optimal costs ascopt = 0 andcoptdl =∞.
5) Determine the set of inputsU(k + 1) that can be

applied without violating the switching constraints of
the converter (refer to Section III-A). Denote the set of
allowable input indices asJ and initiate a working set
Jw = J .

6a) Read out and remove the first indexj from the working
set Jw. Using the internal control model, determine
xj(k + 2|k), vjn(k + 2|k) and yj(k + 2|k) based on
uj(k + 1|k) ∈ U(k + 1).

6b) If the input is a candidate (refer to the definition
provided in [27]), extrapolate each of the outputs to
determine the prediction horizonN j

p . Determine1/∆uj

via the look-up table and compute the cost,cj , according
to (20). If cj > copt, set copt = cj and u(k + 1|k) =
uj(k + 1|k).

6c) If the input is not a candidate andcopt = 0, calculate
cjdl according to (18). Ifcjdl < coptdl , set coptdl = cjdl and
u(k + 1|k) = uj(k + 1|k).

6d) If Jw 6= ∅, return to Step 6a. Else, proceed to Step 7.
7) Retainu(k + 1|k) for application at the next time-step,

wherek ← k + 1.
Unlike the algorithm proposed for MPDTC in [23], the opti-

mal cost and input is successively updated after the prediction

horizon is computed for each candidate input. Similarly, if
an input is not a candidate, the optimal cost and input under
deadlock is updated if no candidate inputs have yet been
found, i.e. copt = 0. This avoids the need for costs and/or
predicted outputs to be stored, making implementation more
straightforward.

C. Performance Evaluation

Fig. 5 shows the experimental waveforms obtained with
δp = δq = 0.06 p.u.. Figs. 5(a) and 5(b) show the real and
reactive power, respectively, over one fundamental period.
Note that due to the presence of measurement noise and
sensor delay, the outputs sometimes move slightly outside
their respective bounds. However, these deviations are quickly
corrected and do not affect the mean values of the real and
reactive power, both of which were found to be within 1% of
their references. Fig. 5(c) shows the regulation of the neutral-
point potential. Figs. 5(d) and 5(e) show the grid currents
and grid current spectrum, respectively. The main peaks in
the spectrum are the 5th, 7th, 11th, 13th and 23rd harmonics.
Note also that a small 2nd harmonic component, as well as 3rd

and 9th harmonic components, are also visible. In PWM-based
three-phase setups, the latter are not usually seen, however
for MPDPC, where the switching pattern differs between the
three phases, as shown in Fig. 5(f), it is possible for triplen
harmonics to emerge. Note however that all of the harmonics
that are present are within the limits recommended by IEEE
Standard 519 [31]. When averaged over 0.2 s, the average
device switching frequency is 428 Hz, whilst the grid current
TDD is 4.9%, which is also within the limit of 5% that IEEE
Standard 519 sets for overall grid current TDD.

Table IV compares the experimental performance of
MPDPC against the performance obtained in simulation with
Ns = ‘eSE’. The simulation results differ slightly from those
presented in Section IV, as the sampling interval is extended to
100µs, and 5th and 7th harmonics are added to the grid voltage
to give the same value ofvg,THD that is present experimen-
tally. It can be seen that by tuning the bounds appropriately, the
performance at each point under consideration is very similar
under both experimental and simulated conditions. Because
of the bound violation that sometimes occurs experimentally
due to noise and delay, the bounds need to be slightly wider
in simulation in order to achieve the equivalent performance.
Nonetheless, the results match very well and validate the
practical validity of MPDPC. Note also that the rate at which
iTDD increases withδp andδq closely matches that which is
predicted from Fig. 3 for both the experimental and simulated
results. This indicates that the tuning results from Section IV
are valid in a practical setting.

Fig. 6 shows the response of MPDPC in the presence of
reference steps. The bounds that were used in Fig. 5 are
retained. Att = 10 ms, the real power reference drops from
1 to 0 p.u.. The controller responds well, with the real power
reaching the desired level in about 1.5 ms. Att = 30 ms, the
reference changes back to 1 p.u., with the real power reaching
the desired level within about 3.5 ms. Observe that the reactive
power remains well-regulated during the transients, and the
real power and current trajectories are free of overshoot and
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Fig. 5: Experimental performance of MPDPC with the switching horizonNs = ‘eSE’ and bounds ofδp = δq = 0.06 p.u.. Real power (a), reactive power (b),
neutral-point potential (c), grid currents (d), grid currents spectrum (e), and inputs (f)

TABLE IV: C OMPARISON OF EXPERIMENTAL AND SIMULATED PERFORMANCE OFMPDPCWITH Ns = ‘ ESE’,Ts = 100µS, AND vg,THD

= 1.5%.

Experimental Simulation
Bounds [p.u.] fsw [Hz] iTDD [%] Bounds [p.u.] fsw [Hz] iTDD [%]

δp = δq = 0.060 428 4.9 δp = δq = 0.066 424 4.8
δp = δq = 0.080 285 6.6 δp = δq = 0.086 290 6.3
δp = δq = 0.100 228 8.0 δp = δq = 0.106 230 8.2
δp = δq = 0.120 196 9.7 δp = δq = 0.126 200 9.5

ringing. It should be noted that the response when moving
from 0 to 1 p.u. is somewhat slower due to the fact that the
available voltage margin is very narrow; this is also observed
in a recent work for a MV machine drive with a similar p.u.
stator inductance and voltages [35]. The experimental response
times are consistent with those that have been observed in
simulation for a similarly-rated system [27], validating the
transient performance of MPDPC.

D. Discussion

Although the experimental validation of MPDPC has been
limited to the switching horizonNs = ‘eSE’, the results
nonetheless indicate that MPDPC is a viable concept. Withδp
= δq = 0.06 p.u., both the average device switching frequency
and grid current TDD of MPDPC are well-within practical lim-
its. Although the experimental switching frequency achieved
by MPDPC is slightly higher than the simulated switching
frequency of SVM from Table III, it should be observed
that the switching frequency is almost 20% lower than the
simulated switching frequency of 526 Hz achieved by FCS-
MPC-based power control, with the grid current TDD being

only marginally higher.
Recently, it has been shown that with a more powerful con-

trol platform and by adopting parallel computing techniques,
it is possible for the MPDTC algorithm to be executed in
real-time with lengthened switching horizons and a sampling
interval of Ts = 25 µs [36]. Such an approach could also be
adopted for MPDPC, and based on the experimental results
that have been presented in this section forNs = ‘eSE’, which
show a very good level of agreement with the equivalent
simulation results, it is reasonable to expect the experimental
performance with longer switching horizons, and a narrower
sampling interval, to closely match that obtained in simulation.
This would enable very significant practical improvements
over VOC with SVM to be achieved.

This work has focused on the application of MPDPC to
a balanced three-phase grid. As mentioned in Section II,
the discrete-time model could be modified to describe the
dynamics in the case of an unbalanced grid voltage. The output
equation is valid under unbalanced conditions, and as such the
outputs could be regulated as desired. Although model mis-
match, e.g. grid inductance variation, has not been considered,
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Fig. 6: Experimental performance of MPDPC under transient conditions with the switching horizonNs = ‘eSE’ and bounds ofδp = δq = 0.06 p.u.. Real
power (a), reactive power (b), and grid currents (c).

it is well-established that MPC is robust to parameter variation.
The robust stability of MPDCC is demonstrated in [37], and
similar reasoning could be applied to validate the robustness
of MPDPC in the presence of model mismatch.

VI. CONCLUSIONS

This paper has presented a Model Predictive Direct Power
Control (MPDPC) scheme for high-power grid-connected
NPC converters. Simulation results were presented in order
to validate the applicability of MPDPC to a 3 kV, 6.72
MVA system. Trade-off curves demonstrated the performance
characteristics of MPDPC as the real and reactive power
bounds are varied, and it was shown that the steady-state
performance of MPDPC is capable of significantly improving
upon that of VOC with SVM and FCS-MPC-based power
control. Experimental results were presented for a 240 V, 1.68
kVA prototype. The p.u. values from the MV case-study were
preserved in the experimental prototype, which enabled direct
comparison between experimental and simulation results. The
experimental results showed very good agreement with the
equivalent simulation results, providing proof-of-concept and
indicating that MPDPC is a viable strategy for the control of
high-power grid-connected NPC converters.
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