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Abstract—Modular multilevel converters (M2LCs) are typi- the switches and conduction losses will all increase. \drio
cally controlled by a hierarchical control scheme, which essen- control schemes, mosﬂy cascaded, have been proposed to
tially requires at least two control Iopps: one to control t_he minimize these features [5], [13], [15], [16]. These scheme
load current and another to control circulating currents. This lov t trol | h | t
paper presents an M2LC with a single controller, which is based employ WP con .ro O_OPS' w €re an upper loop USes a curren
on model predictive direct current control (MPDCC) with |Ong Controller n ConJUnCt|0n W|th a mOdulator to Contr0| th@.ﬂ)
prediction horizons. The proposed MPDCC scheme maintains currents. A lower loop utilizes the redundancy of the coterer
the load current within tight bounds around sinusoidal refer-  switching states to balance the capacitor voltages. Intiaddi
ences and minimizes capacitor voltage variations and circulating circulating currents are minimized by adding an appropriat

currents. An internal prediction model of the M2LC is used . . . .
to minimize the number of switching transitions for a given signal to the modulating signal of either each arm or module

current ripple at steady-state while providing a fast current of the M2LC.
response during transient conditions. A state-space model, which  M2LC, being a multi-input multi-output (MIMO) system,
is generalized for an/N number of modules per each arm of the has been controlled with schemes that were designed for
M2LC, is also presented_ to investigate t_he dynamic behaviour of single-input single-output (SISO) systems. One such com-
arm currents and capacitor voltages. Simulated performance of . . .
the converter, under various operating conditions, is presented monly u.sed.sche!’ne IS pro.port|onal plus '”tegfa' (P1) cdn-tro
in comparison to measured performance of a single-phase, three- in combination with a carrier-based pulse width modulation
level 860-VA M2LC prototype to demonstrate the proposed (PWM). Multiple PI loops, which are commonly used to
MPDCC philosophy. control M2LC, are difficult to tune and could affect the
Index Terms—Circulating currents, modular multilevel con- ~performance of the converter. Model predictive control @GP
verter (M2LC), model predictive control (MPC), voltage balanc- s suitable for controlling MIMO systems in a comprehensive
ing. manner [17]. Some of the advantages of the MPC are simple
design, ease of handling constraints, ease of modellirigusr
|. INTRODUCTION time delays and robustness. MPC has widely been used in the

Modular multilevel converter (M2LC) topology has recentlyproCeSS industry and has recently become popular in power

become popular in medium to high voltage applications [1]e_IeBctronics a?plicatiobns [11‘815[21]. ¢ MPC ditional
[3]. M2LC exhibits modularity, scalability, reduced vaja  Sccause of a number of advantages o over traditiona

rating of the switches and redundant switching operationcs.c.)mrgI ;;:he;nes,_rlr: IS b&(;o(;nln% popul?]r for co_ntrcl)lllng thel
A number of advantages associated with these features m [22]-]25]. These schemes have a single contro
M2LC suitable for various applications, such as high-ggta '°P to control the load currents, where error between the
direct current (HVDC) transmission [;1] motor drives [5] references and the predicted load currents is minimized- Va

traction motors [6] and static synchronous compensatoh[ST ations In the capacitor voltage_s, cwculgtmg currents dre
COM) [7]. error are all part of a cost function that is evaluated foittad!

In general, load currents of M2LC are controlled takin witch positions. The switch position with the minimum cost

into account capacitor voltages and circulating currentses 'S applied to the converter and a receding horizon policy is

to ensure stable operation of the converter. The importarlf@/émented by evaluating the cost function at each saplin

of balancing capacitor voltages around their nominal \&lu Sta.”t- - .

has been acknowledged in [8]-[13]. Circulating currents rThIS paper presentgamodel pre(_j|9t|ve d'r?Ct current obntr
balancing currents are inherent to the M2LC topology a PDCC) scheme with long predlctl_on horizons to control
manifest from variations in the capacitor voltages in camabi a MZLC [2_]_' Wherg the controller directly sets the M2LC
tion with the modulation scheme [3], [14]. If these curreats switch positions without a modulator [21]. MPDCC uses a

not controlled or minimized, then the arm currents, ratifg 3ingle control loop to control the load currents within the
allocated bounds and to minimize capacitor voltage vamiati

B. S. Riar and U. K. Madawala are with the Department of Eleatrand and circulating currents. Moreover, the bounds of the load
Computer Engineering, The University of Auckland, 1052 Aaakl, New  cyrrents set the level of total harmonic distortion (THD) of
Zealand (email: bria001@aucklanduni.ac.nz, u.madawalaldsnd.ac.nz). th ¢ d tai the THD i i

T. Geyer is with ABB Corporate Research, 5405 Badéxitil, Switzer- € currents and, over a certain range, the IS a linear

land (email: t.geyer@ieee.org). function of the bound width. MPDCC differs from the above



mentioned MPC schemes in a number of ways: Further details on the operating principle and charadiesis

1) MPDCC does not minimize the error between the refepf the M2LC can be found in [1]-[3]. _
ences and predicted load currents, but the error is always>tate of the arm currents and capacitor voltages is modelled
kept within the allocated bounds. using two linear state-space equations, termed as the fidst a
2) Previously mentioned MPC schemes have a predicti§fcond model, respec.tively. State variable.s of the firsteihod
horizon of one, whereas MPDCC yields prediction hori@r€ the arm currents in phasgsand b, dc-link current and
zons that are significantly longer than one. grid voltages in the alphg/bet@ﬁ, coordinate system. The
3) Unlike the MPC schemes, MPDCC scheme formulatesSite vector of the model is defined as
cost function that accounts for the number of switching @i = [iaT iaB isT b8 ide V.o Vg.g)" 1)

transitions or switching frequency and evaluates the cost ) ) o
function over a long prediction horizon. and the input vector is formed by the switching states of the

Thi . rr&o ules

is paper also presents a generalized state-space mode

characterizing the dynamics of the M2LC and the model U = [Ual Ua2 Ug3 - .. Uean]' € {0,1}N 3

is used for predictions of various variables. Viability éfet  The continuous-time state equation of the first model can
proposed MPDCC scheme is verified using PLECS/Simuligde defined as

simulations and experiments for a single-phase thred-leve da;

860-VA M2LC prototype. Both simulated and experimental T— = Fizi+ Giu+ Vg )

results are in good agreement and demonstrate the benefit§ of d
the proposed MPDCC scheme. he definitions of the system matric#s F;, G; andV 4. can

be found in Appendix A.
State variables of the second model are the capacitor volt-
Il. GENERALIZED MATHEMATICAL MODEL ages, and its state vector is defined as

A typical M2LC is shown in Fig. 1, where each phase- xe = [Voar Veaz Veas --- Ve.con]' (4)
leg of the converter is divided into two halves, called arm
Each arm consists ofV modules, which are represente
as M, r € {a,b,c}, n € {1,2,...2N}, a resistor,R,
that models conduction losses and an arm inductorA dxc — For. + Gou (5)

. . . . . - c&cC C
typical module is configured as a half-bridge converter sith dt
capacitor(, connected to its terminals. The individual moduldhe system matrice#'c and G are defined in Appendix B.
has two switching states,,, € {0,1}, where 1 means that The output equations of the load currents, which are related
the capacitor is connected to the circuit, i.e. switgh, ; is to the arm currents,.,,, m € {T,B}, in phases:, b andc are
turned on. Mostly, the M2LC is driven such that there aras follows:
N modules connected in series across the dc-link and the
capacitor voltagesV ., are balanced around their nominal

value, which results in at lea8tV + 1 line-line voltage levels. ~ The equations which define the circulating currents in
phases a, b and c are as follows:

ith the input vector defined in (2), the continuous-timeesta
equation of the model can be defined as

ir - Z.7"T - Z.7"B (6)

ide iar ibr i icir,r — Zﬂ 27”73 _ ZE (7)
s The cireulat 2 e coneran .
e circulating currents are generated by the voltage dif-
« : a l . I ference between the dc-link and the voltage summation of
B[ [ Man | 3[[ M| 3[[ Mo | the capacitors that are connected to the circuit [3], [14].
R R R This interdependence between the capacitor voltages amd ar
: L L L currents, where the latter is related to the circulatingents
C_ Vee a b ¢ by (7), is further explained with the help of the following
L L L equation:
R R R : ‘ oN
Mawen] || [Mowe] | | [Mever) Rt +ire) + L(S2T + 208 v - S Ve ntn (8)
| | | dt dt —
Mazn [ Moan | [ Mean | I1l. PROPOSEDCONTROL PHILOSOPHY
o Lie . o8 : Model predictive direct current control (MPDCC), which
fa 'o ¢ has its roots in constrained optimal control, has been 4ntro
R R R duced for multilevel converters [21] and recently for M2LC
>§ L L L [2]. In the MPDCC scheme, the output variables are predicted
over a number of time steps referred to as the prediction
Vaa Voo Vo horizon,N,. The output variables are predicted by considering

a number of switching transitions over the length/df and
Fig. 1: A typical modular multilevel converter and a module. the Iength is referred to as switching horiza¥,.



A. Control Problem

C. Control Algorithm

One of the primary objectives of MPDCC is to keep the load o switch and Extrapolate (SE) switching scheme is

currents within symmetrical bounds around their sinudoidgdopted as described in [2], [21], [26], wiff, of 1 to predict
references. Load currents can be kept within the allocatggh giates of the M2LC. In this scheme, an extrapolationef th

bounds as long as the value of the violation functign,with

an applied switch position, is zero over the length of preaiic
p!

horizon, N,,.

vr(k) = lir (k) — iretr (k) — Oul + [ir (k) — iret,r (K) + 01

—(01 + éu) 9)

Here,d, = 6§ = 4 is one half of the allowed ripple around the

reference currentyer ..

An inherent characteristic of the M2LC topology is that the

predicted load current trajectories yields a predictiorniZum,
which is significantly longer than one. The operation
principle of the SE scheme is explained below:

1) Given the previously applied switch positiar(k — 1)

capacitors share a part of the dc-link voltage. In general, a

control scheme has to balance the capacitor voltages around
their nominal value}; nom Or minimize the voltage variations,

vevar, @round the nominal value.

Vc,ul (k) - %,nom

Vc,aQ(k) - Vc,nom

Uc,var(k) = (10)

Ve,ean (k) — Veno

2)

Variations in the capacitor voltages generate circulating

currents, as explained in section I, and need to be minidnize

for the reasons mentioned in previous sections. Therefloee,

MPDCC has to determine a switch position that minimizes

circulating currents while meeting all other objectives.
icir,a(k)
icirp (k)
Z'cir,c(k)

i (k) = (11)

At the same time, an average switching frequency, which
is an indirect measure of the switching losses, needs to be

minimized as well.

B. Prediction Model

Since MPDCC is based on the model of the M2LC, two
prediction models of the converter are derived to prediet th
trajectories of arm currents and capacitor voltages. Th& fir

model predicts the arm currents and, as a result, the load

currents and circulating currents. The output vector o thi

model is
(12)

L . . T
Yi = lia b ic icira leirb feire) -

The second model is derived to predict the evolution of the
capacitor voltages for the switching states presented Jn (2
The capacitor voltages are both the state and output vettor
this modelx; = y.. Using the continuous-time state equations

(1)—(7) and the exact discretization, the following diseréme
models can be derived.

zi(k + 1) = Ajzi(k) + Biu(k) + V; (13)
y(k+1) = Cizi(k+1) (14)

xe(k + 1) = Aczc(k) + Beu(k) (15)
Yok +1)=Cexe(k+1) (16)

The definitions of the system matriceg, B;, Vi, Ci, A,
B¢ and C, can be found in Appendix C.

D

and the present states, the arm currents and, as a result,
the load currents are predicted at time-skep 1 using
(13) and (14) for all the switch positions. This imple-
ments the first part, S, of the SE scheme. For example,
the predicted trajectories of the load currents, in phases
a andb, for three switch positions are shown in Fig. 2.
Here, ¢ is one half of the allowed ripple around the
reference currents.

During steady-state operating conditions, the value of
the violation function (9) can be kept at zero by impos-
ing constraint on the switch positions. These positions
are referred to as the candidate positions. However,
during transient operating conditions, such as sudden
change of reference currents, current trajectories \@olat
the bounds because of a limited response time of the
physical system. Therefore, positions for which the
absolute violation value;,., decreases with time are also
the candidate positions.

In the next step, candidate switch positions with indices
j, wherej € 7 and 7 is an index set, are determined.
Moreover, switch positions for which a load current
violates bounds at + 1 are rejected. For example,
consider Fig. 2, in which the switch position 1 is not a
candidate position because the load current is predicted
to violate the upper bound, for both phaseandb, at
time-stepk + 1. On the other hand, the load current at
k + 1 is predicted to be within the hysteresis bounds
when selecting the third switch position, making it a
candidate position. For the second position, the current
at k£ + 1 will remain outside of its bound for phase

but its violation decreases from to k£ + 1, making it

k k+1 k+Nog k+Npy
(b)

k k+1 k#Nqg kN
(@)

Fig. 2: Trajectories of the load currents (a) phasand (b) phasé. Actual,
predicted and extrapolated trajectories are shown as-#ubi#, solid and
dashed lines, respectively.



3)

4)

5)

6)

also a candidate position.

The candidate trajectories are then linearly extrapdlat
from time-stepk + 1 onwards until they violate the
predefined band [27]. This implements the second part,
E, of the SE scheme. This extrapolated lengt, is
represented in multiples of the sampling intendgl, For
position 2 at time-stegk, the load current trajectories
can be kept within the bounds for a length &% =
min(N,2, Ny2, Ne2), before requiring a new switching
transition at time-steg + V.

At the next stage, predict the capacitor voltages, using
(15) and (16), for all the predetermined candidate posi-
tions (item 2). These voltages are then linearly extrapo-
lated for the number of time steps determined in item 3.
The capacitor voltages at time-stép+ N;, j € J are
denoted as terminal capacitor voltagés,.,(k + N;).
Similarly, predict and extrapolate the trajectories of the
circulating currents, using (14), for all the candidate
positions.

The candidate positions satisfy the constraint imposed
on the load currents and the remaining objectives of the
M2LC, as stated in section IlI-A, are met by evaluating
the following cost function for the candidate positions.

_ ey (R) = u(k = 1]
;= ¥,

+o|lice(k + Ny)||2, 5 €T (17)

Here, \; and )\, are weighting coefficients. The first

term in the cost function penalizes the number of
switching transitions discounted over the prediction hori
zon, allowing one to minimize the average switching
frequency, and is evaluated by dividing the number of
switching transitions by the length of the extrapolated

+ M [[vevalk + N2

(b) Prototype M2LC.

Fig. 3: Experimental setup of the M2LC.

trajectory. The other two terms, as described in sectien/27,.,; = 6.36 A andfz = 50 Hz. The simulated results
lI-A, are used to minimize the voltage variations andre used to benchmark the experimental performance of the

the circulating currents.

MPDCC scheme. The MPDCC algorithm was implemented on

The candidate switch position with the minimum cost is TMS320F28335 Digital Signal Controller (DSC). The DSC

determined and applied at time-step

has an on-board Analog to Digital Converter (ADC), which

A receding horizon policy is implemented by repeatingras used to measure all the arm, load and dc-link currents
these steps at the next sampling instant. Furthermore; adafid the dc-link and capacitor voltages. Altera’s DE2 board
tional control objectives, such as dc-link current conta@n was used to generate dead-time for the switching signals of
be easily addressed by adding appropriate terms to the dmstdules and to safely shut down the converter in the unlikely
function. Prediction horizon can be further extended bygisi event of a fault. At start-up, a resistor was connected ireser
more complicated switching horizons, such as SSE or SES#th the dc-supply to charge the capacitors and it was byghss
Increasing the switching horizon improves the performasfce during normal operation of the converter.
the system, as detailed in [19], [21], [28], and improvement MPDCC is computationally demanding, because the trajec-

in performance is also expected with the M2LC.

tories of arm and load currents and capacitor voltages need

to be predicted and extrapolated for a maximum number of
V. RESULTS switch positions, i.e. 36 positions in the single-phasefsedin

TABLE I: System parameters

A. M2LC Setup

In order to verify the viability of the proposed MPDCC
scheme, a single-phase three-level 860-VA prototype M2LC

was constructed. The experimental setup is shown in Fig. 3.

The circuit parameters of the system, which are used to
verify the performance of the MPDCC through simulations on
PLECS/Simulink and experiments, are summarized in Table I.
Base quantities for the p.u. system arg = 325.27 V, Ip

Parameter p.u. Sl
Output frequency f 1 50 Hz
Supply voltage Ve 1.2298 400V
Load current 7 0.7071 45A
Capacitance C 27.62 1.72mF
Load resistance R, 0.8217 420
Load inductance L, 0.1537 25 mH
Arm inductance L 0.0074 1.2mH




order to solve this problem in a reasonable amount of timi 1

most of the multiplications and divisions were computed of 4 \\

fline. This reduces the calculations of the predicted ttajggs = 0.5 /

to a simple logical addition, based on the switching stafes |§ \\

the modules, of pre-computed values times the measured st § 0

variables. U_O s /
For example, consider the equation of the predicted loe A\ V4

current » 7

(k+1) = g(k) — Kiva1 Va1 (k) — Kiuaa Ve a2 (k) 0 : Timio(ms) R : Timio(ms) B
+ Koup1 Ve p1 (k) + Koupa Ve pa (k) (18) (@ (b)

that needs to be evaluated, using for-loops, for all thechivity Fig. 4: Waveforms of the load current (a) simulated and (b) empntal. The
combinations. Hereg(k) = ks Vae + Kaiar(k) + Ksiag(k) +  CuTent bands. is 0.1 p.u.

keii(k) has to be computed once every sampling interva 1.23
Constants k to ks depend on the system parameters and a 0615

computed offline. The computational time associated wi@) (1 ’

is minimized by replacing multiplicative instructions Wit OW

simple predetermined addition that is based on the peumhitti

switching combinations. Two such instructions, which asedi _0615

for predicting the load current;,(k + 1), p € {1,2,...36},
are presented below: 123

Voltage (p.u.)

0 5 10 15 20 0 5 10 15 20
Z.|,1(k‘ + 1) = [g(k)] - [klvc,al(k?)] + [kQVC,bl(k)] (19) Time (ms) Time (ms)
ia(k+1) = [g(k)] — [KiVeaa (k)] + [keVepa(k)] (20) @ ®

. Fig. 5: Waveforms of the output voltage (a) simulated and emental.
The terms within square brackets were evaluated oncé P oe (&) (we

per sampling interval and used throughout the implementggpt inside the bounds. Waveforms of the output voltage,
code. Remaining variables, such as arm currents and capacit, are shown in Fig. 5. Both simulated and experimental
voltages were also predicted using the same method. TRigveforms are similar and confirm the validity of the imple-
procedure might increase the required memory size of thfented scheme. All switching transitions appear to takeepla
DSC, but there is a reduction in computational time froffear the edge of the specified bounds and, at that instant, a
172 ps to 124ps. As division operation is computationallynew switch position that can minimize the voltage variagion
expensive, its usage is limited to two: for evaluating thgnd circulating currents was selected. There are few instan
prediction horizon and imposing the penalty on the numb@here the load current trajectory does not utilize the full
of switching transitions in the cost function. The maximumound width. This is because of two reasons: the choice
execution time of the MPDCC is 12ds, hence a sampling of the weighting coefficients in (17) and increased voltage
frequency of 8 kHz was chosen. In addition, computationghriations and/or circulating current at that time. Thetcos
and actuation delay of one sampling interval was compedsat@inction presents a trade-off between the switching fraque

by predicting the load current trajectories (14) and finding or, consequently, utilization of the full bound width andeth
candidate positions @t+2 instead ofi+1, as detailed in [29]. increased variations of the capacitor voltages and/ouliting

The weighting coefficienta; = 0.09 and\, = 0.36 were used cyrrents.

in the experiments and simulations, and heuristic approash e capacitor voltages were balanced within 4% of their

followed to select their values. nominal values and Fig. 6 shows the waveforms of the
capacitor voltages in phase-ledor five fundamental periods.
B. Steady-State Performance Arm currents in phase-leg and circulating current are shown

At each sampling instant a new switch position was detdR Fig. 7. The circulating currents are controlled withiri®.
mined over the length of the prediction horizon, where thH&U. of the load currents. Both simulated and experimental
latter depends upon the bound width, sampling frequency afaveforms are similar.
time constant of the load inductor. As the slope of the load THD of the load current and switching frequency of the
current’s ripple changes over a fundamental period, theeotir modules, for a range of bound widths, is shown in Fig. 8.
trajectory takes a varying amount of time to move withifBoth the simulations and experiments show a similar trend.
its bounds and thus prediction horizon is dynamic. For tiaver the range, the THD is a linear function of the bound
given system parameters addf 0.1 p.u., the length of the width. It is evident from Fig. 8 that the THD can be lowered
prediction horizon, in the case of simulations, was in thegea by reducing the bound width, but at a cost of an increased
of 1 to 150 steps. The relevant aforementioned trajectorigwitching frequency. Here, switching frequency was caitad
were extrapolated for the same length. by counting the number of switching transitions of all the

Fig. 4 shows both simulated and experimental waveformsodules over a time period of 1 s.
of the load currentj;, to demonstrate that load currents are Overall, experimental and simulated results are in good



0.676 are shown in Fig. 9, Fig. 10 and Fig. 11, respectively. To
enhance the readability of the time-axis in these figures, th
power-down and power-up transients are shown to occur at 20
ms and 10 ms in their respective figures. In the following dis-
cussion, only experimental waveforms are presented, kecau
of the space limitation.

<o
=y
N
=N

Voltage (p.u.)
=
o
vy

0584 The load current, as shown in Fig. 9, takes less than 3 ms
0554 to track its reference waveform and has been kept within the
0 20 40 60 80 100 0 20 40 60 80 100 Specified bounds. The MPDCC achieves a very fast current
Time (ms) Time (ms) response both at power-down and power-up. During these

@ (®) transients, the arm currents do not overshoot their steady-

1

o
n

Fig. 6: Waveforms of the capacitor voltages (a) simulated apexperimen- State peak values and, as a result, the capacitor voltages do
tal. not exhibit large oscillations. The capacitor voltages aver
fv\ M
h !l( ?ﬂ f \! load, which means that the switch positions were manipdlate
" in a way that the load was supplied by the dc-link.

\ kept balanced close to their nominal values. In additiom, th
i f

.A}./"/\ / vﬂu*/" A ‘/\‘ A ’f:'u\ /‘il ’a‘\\ /\ “,*,a "“ ]/‘\ j\ capacitor voltages were not rapidly discharged to meet the
HitiRE i

RN, | \ WA

vy MYV Y] Y

Current (p.u.)
o

-0.5 : .
D. Discussion
-1 At first glance, the cost function (17) seems to have re-
0 20 40 60 8 100 O 20 40 60 80 100 :
- . dundant terms, because it has terms for both the voltage
ime (ms) Time (ms) L . .
(a) (b) variations and circulating currents and these terms astecb|

Fig. 7: Waveforms of the arm currents (dashed lines) and lattiog current by (8_)'.E\./en thoth .th.e second term I.n (17). seems SufflCI?ﬂt
(solid lines) (a) simulated and (b) experimental. to minimize the variations and the circulating currents, it

) . ~usage without the third term results in increased circugati
agreement both in values and trend. The discrepancy in fi@rents. This is because of the redundant switching states

waveforms is due to a number of factors, such as simulatiogthe converter, which yield the same output voltage level

do not consider delays associated with the ADCs and filte{§ith minor effect on the output current. These states can be
Moreover, the resistive elements that were considereden {fijlized to control the circulating currents. It is possitthat

simulations, as constant losses, were all estimated valugs 5 switching state might result in a minimum voltage variatio
also add to the slight discrepancy in the waveforms.

—_

C. Performance During Transients

Performance of the MPDCC during transient operatini
conditions was evaluated under two conditions. Initiaihe
converter was operating at rated load current before thecur
reference was changed to zero, termed as power-down, 8 -05
after 1 s the load current reference was changed back to
p.u., termed as power-up. Bound widith= 0.1 p.u., of the ' ,
load current was not changed during the transient opetratic 10 Tzi?ne(ig) 4050010 Tzi?ne(ig) 4050
Experimental waveforms of the load and arm currents and tt () (b)
capacitor voltages during power-down and power-up tramsie

o
n

Current (p.u.)
=}

-1

Fig. 9: Experimental waveforms of the load current during (@yver-down

8.5 550 and (b) power-up transient.
— 1
=
75 ~ < 515
Z T =205
a 7 e g
T 65 // g &
= )
v 5 g 0 Y
551 7 i )
-0.5
45 410
0.8 0875 095 1.025 1.1 0.8 0875 095 1.025 1.1 .
Bound width (107'p.u.) Bound width (107"p.u.) 0 10 20 30 40 50 0 10 20 30 40 50
(a) (b) Time (ms) Time (ms)

(a) (®)
Fig. 8: (a) THD of the load current and (b) switching frequergainst the
bound width,s. Dashed and solid lines correspond to the experimental afdg. 10: Experimental waveforms of the arm currents duringp@yer-down
simulated results, respectively. and (b) power-up transient.



0.676 APPENDIXA
SYSTEM MATRICES OF THE FIRST MODEL
~ 0.646
=
5, 0615 W W [ L L 0 0 0 0 0]
e 0 0 L L 0 0 0
> 0584 —L —L -L —-L 2L 0 0
T=|-1 L+ L L —L— 1 0 0 0
03400 20 30 40 50 0 10 20 30 40 50 2Ly =2L-2L, Ly -L-L L 0 O
Time (ms) Time (ms) 0 0 0 0 0 1 0
@ ® L0 0 0 0 0 0 1]
Fig. 11: Experimental waveforms of the capacitor voltagesndufa) power- 21)
down and (b) power-up transient.
Fi =
) . ) ) [ —R -R 0 0 0 0 7
while the same state results in an increased voltage diftere 0 0 _R _R 0 0
in a phase-leg, the right hand side of (8). R R R R _9R 0
For example, consider a M2LC with a dc-link voltage of 400 R “R-R —-R R+R 0 -3

V and four capacitors per phase-leg that need to be balanced B -
around 200 V. The capacitor voltages are predicted to be 202 2B AR+ R) —R R+R R

S o:ouomm o oo
w‘

199 V, 205 V and 195 V in this hypothetical scenario. From 0 0 0 0 0 —w
the capacitor balancing perspective, the first two capeito - 0 0 0 0 0 0
will be selected, because they are predicted to have minimum (22)
voltage variations. On the other hand, voltage differemca i ) )
phase-leg will be zero4()0 — 205 — 195 = 0) with a choice of Var Vs 0 0 0 0
last two capacitors and is an appropriate choice for mirimgiz 0 0 Vit Vi 0 0
the circulating currents. Selection of sub-optimal statesr 0 0 0 0 Ve Ve
time results in increased voltage difference in a phasesteg G=1|0 Vs 0 -V O 0 | (23)
circulating currents. Therefore, both terms are neededhén t 0 Vs O 0 0 Vs
cost function. 0 0 0 0 0 0
| 0 0 0 0 0 0 |
with,
VTT = [_%,7‘1 - ‘/C,T2 e ‘/C,TN] (24)
V. CONCLUSIONS
Vg =[-Veravery — Veravgo) - — Veran] (25)
Ve = [Vdc Vic Vae 0 0 0 O]T (26)

A model predictive direct current control (MPDCC) schemeand 0 is a zero vector of lengtV. The parameters used in
with long prediction horizons, has been proposed for a M2LBe above equations are the inductance and resistancetof bot
with 2V + 1 line-line voltage levels. It has been shown withhe load and armL,, L, R, and R, respectively.
both simulations and experiments, using a single-phase-thr

level 860-VA prototype M2LC, that MPDCC keeps the load APPENDIX B

current within tight bounds around its sinusoidal refeeerit SYSTEM MATRICES OF THE SECOND MODEL

has been demonstrated with experimental results that lsound

across the load current determine the THD of the current. Fo—_ 1 I @7)
Moreover, over a certain range, the THD of the current is a ° CReap oN

linear function of the degree of bound width. At each sangplin - -
instant, the switch position with the minimum cost is apgplie fatIn Oy On On On On
the converter. The implemented cost function is a measure of On  igIy Oy On On U
the average switching frequency, capacitor voltage Veriat ¢ _ 1] Oy Oy Iy Oy Oy On
and circulating currents. In addition, experimental resul C | On On Oy  wsIn On On
also show that the MPDCC achieves an appropriate current On On Oyn Oy  io7InN ()N
response during transient operating conditions. As MPDCC Oy Oy Oy Oy On imln
is computationally expensive, most of the calculationsewer ) (28)

computed offline to reduce the computational burden andHere,0y is N x N zero matrix and g andI y are6 N x 6N
simple yet effective approach has also been proposed teefurtand N x N identity matrices, respectively2,, is used to
reduce the computational time. model the losses associated with the module capacitors.



APPENDIXC
DISCRETETIME MATRICES OF THE MODELS

Aj =T T (29)
Bi=F'T(A — I,)T"'G; (30)
Vi=F'T(A - I.)T 'V (31)

(1 -1 0 0 0]

0o 0 1 -1 0

-1 1 -1 1 0
Ci= (32)

B

00 5 3 -3

1 1 1 12

L 2 2 2 2 3
AC:chTS (33)
B.=F;'(A; — Isn)Ge (34)
C'c:IGN (35)

Here,I; andIgsy are7x 7and6N x 6N identity matrices,
respectively and’s is the sampling interval.
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