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Abstract—This paper proposes two alternatives of a direct
model predictive control (MPC) scheme for a three-phase two
level grid-connected converter with anLC L filter. Although both
approaches are implemented as direct control methods, i.ethey
combine control and modulation in one computational stage,
they operate the converter at a constant switching frequencand
generate a discrete grid current harmonic spectrum. To achéve
this, the first method allows for one switching transition pe phase
and sampling interval, implying that a fixed modulation cycle
akin to pulse width modulation (PWM) results. Moreover, by
appropriately designing the objective function of the optimization
problem underlying MPC, grid current distortions similar t o

inherent characteristics of MPC, such as, system constrain
satisfaction (owing to the underlying constrained optatian
problem) as well as its ability to handle multiple-input and
multiple-output (MIMO) systems with complex, nonlinear
dynamics, and integer manipulated variables.

MPC can be implemented as indirect or direct controller. In-
direct MPC—according to which the control input is transtht
into the switching signals via a modulator—is most commonly
implemented in its explicit MPC variant [4]-[7]. However,
explicit MPC is computationally feasible only for systemishw

those of space vector modulation (SVM) are produced. As for a low-dimensional state where the memory requirements are
the second approach, two phases are allowed to switch pernot significant. Moreover, it is ill suited to systems witmé-

sampling interval, emulating the behavior of discontinuows PWM.

Consequently, thanks to the introduced formulations, harnonic

limitations imposed by relevant grid codes can be met with
the proposed methods. Furthermore, owing to the multiple-
input multiple-output (MIMO) nature of both approaches, all

output variables of the system can be simultaneously conthied.

Finally, the inherent full-state information of MPC render s an
additional active damping loop unnecessary, further simpfying

the controller design. The presented performance assessnie
highlights the potential benefits of both proposed MPC-bas#
algorithms.

Index Terms—Model predictive control (MPC), optimal con-
trol, converter control, pulse width modulation (PWM), har-
monics, MIMO control, active damping, grid-connected powe
converters.

I. INTRODUCTION

varying references and parameters. Because of the above, ex
plicit MPC is not favored in the power electronics community

The most utilized MPC strategy—at least in the academic
community—is direct MPC, also referred to as finite control
set MPC (FCS-MPC) [3]. FCS-MPC, being a direct control
strategy, i.e., the converter switches aid@ectly manipu-
lated [8], can achieve fast transients. Furthermore, ielité
the ease of implementation of direct controllers, such ee=ctli
torque/power control (DTC/DPC). On the other hand, FCS-
MPC suffers from two main drawbacks, namely, the pro-
nounced computational complexity, and the variable switgh
frequency.

Regarding the former, since the optimization variable, i.e
the switch position, is modeled as an integer, the formdlate
optimization problem is a (mixed) integer program [9]. This

ONTROL schemes based on model predictive contrBleans that its computational complexity increases exponen

(MPC) [1] were introduced in the power electronicdially with the number of candidate solutions, i.e., the se-
community as early as in the 1980s, see, e.g., [2]. Nonethelgluences of switch positions. Although there exist some-algo
MPC has not gained much attention before early 2000s. Wiihms that decrease its average computational load [1@], [
the aid of ever-increasing computational power, howeves, t the problem is typically solved by exhaustively enumeggtin
changed and a renewed interest was developed towards M. possible switching sequences [12], [13]. Moreoveregiv
As a result, several MPC-based concepts, tailored to tiet the direct MPC problem has to be solved in real time
needs of power electronic systems, have been introduceel siithin a matter of a few tens of microseconds, it can become
then [3]. The published methods clearly highlight some ef tffomputationally intractable.
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As for the second disadvantage of direct MPC, a variable
switching frequency leads to a non-discrete harmonic cur-
rent/voltage spectrum [14]. For machine-connected caexsr
such a spectrum is not relevant, thus direct MPC is a good
choice. Grid-tied converters, however, have to meet hartnon
grid codes at the point of common coupling (PCC) which
impose stringent limits on even and non-integer harmonics.



Therefore, direct MPC is, in general, not suitable for sucn intermediateLCL filter. The algorithm is refined and
applications [8, Section 11.2.5], [15, Section VIII]. implemented as a MIMO approach to meet the multiple
Motivated by the above, some methods have been preserdedtrol objectives. To this aim, a linear approximation of
that deal with the issues of variable switching frequenaf/an the references of the controlled variables, a longer ptietic
non-deterministic harmonic spectra. For example, deddbédaorizon and a heavier penalization of the output error at the
based controllers were introduced in [16], [17], accordingdiscrete time steps are implemented to improve the system
to which the reference signals are fed into a modulator. Byerformance. As a result, the grid current harmonics meet th
doing so, the switching frequency is kept constant and thimits specified by the IEEE 519 grid standard [35]. Moregver
output current harmonic spectrum is discrete. The presehcealthough the controller operates the converter at a (fixed)
a modulator, however, slows down the fast transient regsnswitching frequency of almost twice the resonance frequenc
inherent to direct control schemes. Moreover, such appesmcan outer damping loop—which is most often necessary with
are not applicable to MIMO systems. An alternative was pra@onventional control techniques [36]—is not required #san
posed in [18]. Therein, MPC was augmented with a band-sttpthe full-state control nature of MPC.
filter with the aim of harmonic spectrum shaping. Although In addition, to further reduce the switching frequency whil
the energy in undesired harmonics is reduced, a variallet violating the harmonic limitations and exciting the aes
switching frequency—and thus non-deterministic switghinnance frequency, a second formulation of the MPC problem
power losses—results. is proposed that emulates the behavior of Ld&continuous
In a different direction, but with the same objectives asthoPWM (DPWM) [34]. More specifically, the presented MPC
aforementioned, works like [19]-[28] propose direct MP@lgorithm—while utilizing the same refinements mentioned
schemes that allow the switch position to change not only albove—generates switching sequences similar to that of 120
the discrete time instants, but also at any time instantimithDPWM (also known as DPWMMIN) by clamping each phase
the sampling interval. To this aim, the notion of “duty cycleleg to the lower dc rail foil /3 of the fundamental period. As
is adopted, i.e., MPC computes the time instant within the consequence, the controller can operate the converter at a
sampling interval the new switch position should be applieslvitching frequency that i83% lower than that of the MPC
to the converter. However, methods such as [20], [22]-[28hat emulates SVM. Finally, both MPC approaches, owing to
[27], are prone to suboptimality since the optimizationtgeon their direct MPC nature, exhibit fast transient responskesnw
is solved in two steps, i.e., the optimal switch positions achanges in the power references occur.
computed in the first optimization step, while the second This paper is structured as follows. Section Il introdudes t
step derives the “duty cycles”. Furthermore, although thmathematical model of the case study used in this paper. The
MPC algorithms in [19], [23], [26], [27] guarantee a constarproposed MPC strategies that emulate SVM and DPWMMIN
switching frequency, they do not generate symmetricalcwit are presented and analyzed in Sections Il and IV, respygtiv
ing patterns, resulting in non-discrete harmonic sped¥®. In Section V, the performance of the two algorithms is
for [21], [28], although optimality is ensured, a fixed swiittg assessed. Conclusions are drawn in Section VI.
frequency is not. Throughout the paper, unless otherwise stated, the gigesntit
To tackle both problems of pronounced computational corare normalized and presented in the per unit (p.u.) systée. T
plexity and variable switching frequency, the notion of premodeling of the system and the formulation of the control
computed switching sequences [29]-[32] was utilized bgalir problem is done in the orthogonas reference frame. Thus,
MPC. The advantage of this is that the optimization variabbny variablet,,,. = [£, & &.]7 in the three-phaseafc) system
is the switching instants of the switching sequence, whigstransformed into a two-dimensional variajlg; = [£. &7
renders the optimization problem computationally tralgtabin the stationary ¢3) reference frame using the operation
However, these methods are either limited only to simpl§,.; = K§,,., whereK is the Clarke transformation matrix
single-output systems, such as dc-dc converters [32],go0ph

aber

timization problem can be formulated only as an unconstin K — 2 1 _% _% 1)
one with respect to time [29]-[31]. As a result, the genafate 3 @ —@

switching sequences are not necessarily symmetrical, apd . . .
consequently, the harmonic spectra are non-discrete. Eldally, variables in thezbc-plane are denoted with the cor-

To address the shortcomings of the methods discusggaponding subscript. For convenience, the subscript ef th

above, a direct MPC scheme for a variable speed drive syst}éﬁﬁ'ables in thex5-plane is omitted.

was proposed in [33]. This method manages to operate the

converter at a fixed switching frequency as well as to produce  !I- MATHEMATICAL MODEL OF THESYSTEM

discrete stator current harmonic spectrum. This is achieve The examined system, consisting of a three-phase two-level

by forcing each phase leg to switch once per samplimgid-connected converter with ahCL filter, is shown in

interval in a specific chronological order. This impliesttlla Fig. 1. The dc-link voltage is assumed to be constant and

fixed modulation cycle is adopted akin to carrier-basedegulequal to its nominal valu&y.. Furthermore, as it is common

width modulation (CB-PWM) or space vector modulationvith grid-tied converters, ar.C'L filter is chosen due to

(SVM) [34]. its stronger attenuation of harmonics beyond the resonance
This paper employs the method introduced in [33] to contrflequency, as compared, e.g., to Arfilter. In the following,

a three-phase two-level converter connected to the grid vfe discrete-time state-space model of the system is derive



Fig. 1: Two-level grid-connected converter with &' L filter.

internal resistance of the filter capacitor, respectiveigally,
wg is the angular grid frequency.
Based on (4) the continuous-time state-space model is

@ Veony . v, @ written as

X Ve dxz(t
l_ T- l % = Fa(t) + GKua.(t) (5a)
Fig. 2: Equivalent circuit of the grid-connected convemeth an LCL filter y(t) = Cw(t) ) (5b)

in the stationary ¢3) frame. ) ]
where, as mentioned above, the state vector is

that will serve as the internal prediction model for the megd 7 o T N
MPC methods. 2= [l i T oI| eR. )

Firstly, the converter model is derived. This can be seen f§¢ control input is the three-phase switch positiap,.
a gain. Specifically, each phase leg of the converter in phage jefined by (3). Moreover, the converter and grid current

@ € {a,b,c} can assume two states, € U = {—1,1}. glong with the capacitor voltage are the output variables,

Consequently, the converter can produce two discreteg@lte}_e” y = [icTonv ig vT]T € RS, The dynamicsF, input G and

levels — % and %, respectively [37]. Thus, the converterinyt matrice<” are

output voltagevcony IS given by

Ri.+Rc R 1
_ ‘/dCK 2 - lXLc I> RXZC ';2 X_ZCI2 022
Peonv= T tabe @ o LR e LR
with " ; F= _XLCIQ XLCIQ 0252 0252
Ughe = [ua up, uc} ceu’. 3) 0 —1
022 02x2 0oy wy 1 0
In a next step, the state-space model of the system is derived
based on the differential equations that describe its dyeeam ~ _ Vide [I 0 }T andC — [I 0 }
To this end, the equivalent circuit of the system, depicted | 2X,, 02 TExe) 6 Hex2]o

Fig. 2, is utilized. Moreover, as state variables are chdken where I and 0 are identity and zeros matrices, respectively,

converter currentcony, grid currenti,y, capacitor voltage., the dimensions of which are denoted by the corresponding
and grid voltagev,. Thus, it follows that subscripts

diconv 1 . . Using exact discretization, the discrete-time state-spac
g~ (e~ (Bie + Reicony + Redg — veon)  (48) 1 iel'ic derived based on (5). This yields
ds 1 . .
% =3 (vg — (Rgr + Re)ig + Reicony—ve)  (4b) z(k+1) = Ax(k) + BKug(k) (7a)
do, 1 y(k) = Cx(k), (7b)
a = ~ (25 — conv) (4c) ) ]
X with A =7 andB = —F ! (I3 — A)G, wheree is the
dv, 0 -1 matrix exponentialls the sampling interval, ané € N.
E = Wy 1 0 'Ug y (4d)

IIl. DIRECTMPCWITH FIXED SWITCHING FREQUENCY

where R;. and X;. are the converter-side filter resistance
FOR CONTINUOUS MODULATION

and reactance, respectiveli,, and X, are the grid-side
equivalent resistance and reactance, respectively, egual The proposed MPC strategy is a direct control method, thus
Ry = Rig+ Ry and X, = Xj,+ X, with R, (X;4) andR, the converter switches are directly manipulated. In theiskq
(X,) being the grid-side filter and grid resistance (reactancépwever, it is shown that despite the lack of a modulation
respectively. MoreoverX. and R. are the reactance andstage, a fixed switching frequency can be achieved.



A. Control Problem ug A
1..

The control objective of the controller is twofold. First,
the controlled (i.e., output) variables need to be regdlate 0
along their reference values with as little deviation assfis. 7
Second, the controller has to operate the converter at daguns,
switching frequency. "1t

The first objective can be interpreted as minimizing the
ripple of the output variables. This means that the weighted
(squared) rms output error can be taken into account. There=1

fore, the objective function that captures this can be of tife | |

form!
0
T,
1 T -1
= | | (Wetlt) = y(1) Q(yrer(t) — y(t)) dt .
Ts =0 t t ts T > !
oT (8) to = 1 2 3 s
1 3 ) (a) Three-phase switch position
— | [ 1t - w0l et ) o
0
. . . ta)l,
with  y,; being the output reference vector, i.e., m{t2)ly
T -T -
yref - [Zconv,ref g ref _eref]T 6 Rﬁi and_ Q - 0 _6 R6*6 Yi ref —_—— —_—— e
is a diagonal positive definite matrix, the entries of which
prioritize the tracking accuracy among the different coltd / m(ty)]y, m(ts)ly
variables. Note that, according to Parseval's theorem, m(fo)ly: .
minimization of (8) implies minimization of the (squared) ~ ' ' > 1
t() =0 tl t2 t3 Ts

total demand distortion (TDD) of the controlled variablgs
over one sampling interval,. (b) Output variabley;

. To meet the second objec_tlve, thus ensu_rlng a fixed SWItCIQ@. 3: Example of the evolution of an (arbitrary) contrdlieariabley; within
ing frequency, each phase is forced to switch once per sasReT by applying the depicted switching sequedifeassumings qp. (fo) =
pling intervalT,. To this end, we introduce the switching timetac(t, ) = [-1 —1 —1]" and the phase sequenge- ¢ — b.
instantsty, t, and t3, within a sampling interval such that

0 <ty <ty <ty <T,. Ateachof these time instants, a pased on the above, the vector of switch positidiis
new switch position is applied to the converter. Specificall; ¢ ' theswitching sequenc@nd the vector of switching time
let wape(to) being the three-phase switch position applied &istants are defined as

to = 0. This switch position is assumed to be the same as "

the one a_pphed to the converter at thfz end _of th_e previous {y — [ugbc(to) ul, () ul, (ts) “:;Fbc(t3)} ., (9a)
sampling interval, i.e.papc(to) = ane(ty ). At time instant T’

t1, the switch positiontas.(t1) is applied which results inone ¢ — [t1 t tg] , (9b)
commutation in one of the three phases. The switch position

changes tauq,.(t2) at to to alter the state in one of the two The three switching instants divide the switching inter-
yet inactive phases. Finally, &, the switch positiont.;.(t3) val [0,T5) into four subintervald0,t1), [t1,t2), [t2,t3) and

is applied which forces the third—thus far inactive—phase {t3, 7). The three phases can switch in six different chrono-
switch. To better understand this, the following example lsgical orders, e.g., assuming phaseswitches first, either
given. phaseb has to switch next, followed by phasgor vice versa.

Example 1. Consider the grid-connected system in Fig. 1Con5|der|ng the different combinations with which all thre

Assume that the switch position applied at the end of tlﬁ)g:?\se_s can switch W'th'n.dﬁs’ we c_onclude that six possible
. . - T switching sequencel exist for a givenuq.(to).
previous sampling interval was,.(t, ) = [-1 —1 —1]", as

shown in Fig. 3(a). This means that at the beginning of

the current sampling intervalt{ = 0), the same switch B. Control Method
position, i.e.,uupe(to) = ware(ty ), is applied. Within the
sampling interval the switch positions,.(t1) = [1 —1 —1]7,
Uape(tz) = [1 =1 17 and ugpe(ts) = [1 1 1]7 are applied
at time instantsty, to, andts, with 0 < t1 < t9 < t3 < T,
respectively, see Fig. 3(a). As a result, the phases andb
switch (once) consecutively withif.

In a next step, function (8) needs to be minimized for the six
admissible switching sequencEsas defined in (9a) to yield
the corresponding vectors of switching time instan{8b). To
do so, the evolution of the outpytwithin the four subintervals
needs to be computed for eath To simplify this task, and
given thatTy <« T1, whereT; is the fundamental period, the

1The squared norm weighted with the positive (semi)definigron W is assumption that the output variables evolve linearly witfi
given by||€]3, = £TWE. is made. Hence, the evolution of the output variables within



TABLE I: Possible sequences for the single-phase switchsitians for a

the four subintervals can be described by their correspendiyg_siep horizon

(constant) gradients(t) = % €R% ie.,

Phases to switch

dy(t;) dx(t;) 15t sampling interval 2" sampling interval

m(t:) = dt ¢ dt C(Fw(to) +GKu“bc(ti()1)o’) First Second Third First Second Thirg
a b c c b a
where i € {0,1,2,3}. It should be noted that in (10), a c b b c a
the gradients at;, to and ¢3 depend on the state at time b a c c a b
instantty, i.e., x(to), (rather than orx(t1), x(t2), andx(ts), b c a a c b
respectively) because of the aforementioned assumption of c a b b a c
constant gradients within the sampling interval. ¢ b a a b ¢
Example 2. Consider the switching sequendé depicted N
in Fig. 3(a). By applying this sequence, the evolution of 1
the controlled variables changes, and it can thus be con-0
trolled. Assuming piecewise affine output trajectoriesekanu;1
thus a piecewise constant gradient(t)—the continuous- !
time evolution of one (arbitrary) controlled variablg, with
i € {1,2,:..,_()’}, is shown, along with its correspondingu.
reference, in Fig. 3(b). 0
With (10), the objective function (8) is simplified. Howeyer ! T : -t

the problem is nonconvex since (8) is a cubic function of ©=0 1) (k) ')}“(‘+ ) ta(k+1) Lk +1) 2T,

time. To twrn the prOblem into a convex one, we choose IT:?g 4: Example of a prediction horizon over two samplingimals with six
further simplify (8) by penalizing—instead of the (weigt}e suitching instants.
rms error—the deviation of the controlled variables from
their references at the switching instants and at the end of
sampling interval, see [33]. By doing so, the rms outputrerryith ¢ = &,k + 1. As implied by (12a), the number
is approximated in a coarse yet effective manner. Moredwer, of possible switching sequences is squared, 6é.,= 36
considering the error only at the switching instants andrdie  Switching sequences should be considered for a two-step
time steps, the computational complexity of the problem Ryediction horizon. To keep the computational complexity
kept modest. at bay, we assume that the switching sequence in the sec-
In light of the above approximation, function (8) become®nd sampling intervalU (k + 1) mirrors that of the first
5 sampling intervalU (k) with respect toTs, akin, e.g., to
_ N a2 B 2 the SVM switching pattern. This means thet(k + 1) =
J ;Hyref(tz) y(tz)HQ + |Yrer(Ts) y(Ts)”Q7 (11) [uzbc(tiﬁ‘(k)) uzbc(tQ(k)) ufbc(h(k)) ug’bc(to(/{))]T' as de-
i » _ . picted in Fig. 4. Consequently, the number of possible $witc
However, (11) is further modified to improve the tracklng]ng sequences remains equal to six. The possible switching

performance of the controller. Specifically, the aim of thggqences for the single-phase switch transitions ovea tw
following refinements is to eliminate undesired harmonlc‘sctep prediction horizon are given in Table .

that violate the relevant grid codes, such as the IEEE 519

standard [35]. ences are sinusoidally varying quantities, the samplelard

1) Longer Prediction Horizon:In [38], it is shown that . .
- ) approach, i.e., the assumption of constant referencescht ea
longer prediction horizons lead to better system perfogean

by predicting the system behavior further into the futurkisT sampling interval, similar to SVM or as_ymmetnc regularly
i . L . sampled CB-PWM, would result in tracking errors. A better
benefit becomes even more evident when considering hlgﬁer

order MIMO systems, such as the examined case study. approximation is to linearly interpolate the referencesveen

. - . . WO consecutive discrete time steps, i.e., betweemdk + 1
In this work, a two-step prediction horizon is |mplementec}. pS, 1€, e +

Accordingly, the switching sequence and vector of switghinas well as betweeh + 1 andk + 2. This yields

time instants are redefined as

2) Linear Approximation of the ReferenceSince the refer-

T Yrer(t) = yref(é) +myer(£) (13)
U=[UT(k) UTG+1)] (12a)
. . T b where
t=|t" (k) t'(k+1 . 1
[ (k) (k + )} ( ) mref(é) _ Yrer(l + 112 — Yref(l) 7 (14)
where s

T . . . . . .
UY) = {ugbc (to(0)) uly (t1(0)) ul, (t2(£)) UaTbc(t3(€))} . and{ =k, k + 1. Th|§ process is V|SL_1aI|zed n Fig. 5.
3) Heavier Penalization of the Discrete Time Stepr
and T the sake of simplicity—but without loss of generality—adyri
t(l) = {tl (£) ta(0) t3(€)} , connected converter with ah filter serves as an example for
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Fig. 5: Linear approximation of the reference value of aifeaty) controlled
variable y; ref Over two sampling intervals (dash-dotted line). The sachple
(constant) reference is shown with a dashed line.
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Fig. 6: Equivalent circuit of the grid-connected convenéth an L filter in
the stationary ¢_) frame.

analyzing this concept. Considering the equivalent ciroti
the systent, as shown in Fig. 6, the differential equation

di, 1

dt X+ X,

describes the dynamics of the grid current, wh&iedenotes
the filter reactance.

The grid voltage in the stationary () reference frame is a
vector which rotates counterclockwise with the angulaespe
wg = 2w f1, with f; being the fundamental frequency. Focus-
ing on one instant of the problem, the following assumptions
are made to enhance the clarity of the analysis that folows

o The grid voltagev, is located in the first sector (i.e.,
the triangle formed by, vs, andwv, 7) of the hexagon
formed by the voltage vectots,qn, that can be produced
by the converter (2), see Fig. 7(a).

o As implied by Figs. 3(a) and 4, at the beginning
of the sampling interval either the switch position
Uape(to) = [-1 —1 —1]7 (i.e., voltage vectorvg), or
uape = [1 1 1]7 (i.e., voltage vectow-) is applied to the
converter. Assume that, is applied att.

« The phase sequenee— b — c is implemented. There-
fore, the consecutively applied switch positions withi
Ts, Wabe(t1), Wabe(t2), and uqp.(t3), correspond to the Th
voltage vectore;, vo, andwvz, respectively.

« The grid currentipple at ¢, is zero, i.e.iqip(to) = 0,

(15)

('Ug - 'Uconv) .

(a) Two-level converter and grid voltage vectors in staignreference

frame @)

vy Ag,rip,8
1\ -7
VoV IS > 2g.1ip,cx
| o
v7 \‘\ “\
\\“
(b) Ideal ripple of the current.
A2g,rip,8
- .
» Lori
g,fp,«
P 4
¥\ Vo
v7
|

(c) Actual ripple of the current when the dis-
crete time steps are not penalized more heavily.

Fig. 7: Linearized trajectory of the grid current ripple oyeo consecutive
Igampling intervalsTs assuming the depicted vector of the voltage grigl

e trajectories over the first and secoiid (modulation half-cycles) are

shown with solid and dashed lines, respectively.

whereig rip = iy — 241, With 4,1 being the fundamental e g., SVM—indicates that the current error (i.e., rippgeyéro

component of;,,. at

the discrete time steisk+1, k+2, . ... With the proposed

Based on the above, if the trajectories of the grid curreMPC, nonetheless, a zero ripple at the discrete time steps is
di4(veony)/dt are approximated as linear, then the trajectonyot guaranteed since the rms of the output error is chosea to b
of the grid current ripplé, i, ideally will be as the one shown minimized instead. Consequently, a current ripple trajgcas
in Fig. 7(b). Such a trajectory—which can be produced withe one depicted in Fig. 7(c) is likely to result, which ingdi

2Note that due to their small values, the filter and grid resis¢s are
neglected in the analysis presented.

3Dropping these assumptions so as to generalize the aniyatisightfor-
ward.

that undesired low frequency harmonics appear due to the fac
that symmetry in the implemented switching sequences is not
enforced.

To overcome the aforementioned issue, and to thus ensure
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Fig. 8: Direct model predictive control with fixed switchidgequency for a two-level grid-connected converter withZa® L filter.

that the grid current ripple trajectory returns to the arigi Algorithm 1 Direct MPC with fixed switching frequency and
the plane at the end of each sampling interval (see Fig. Atb))continuous modulation

is proposed to heavily penalize the output error at the discr
time steps. Therefore, when applying this approach to t
examined case study, i.e., grid-connected converter with
LCL filter, see Fig. 2, the deviation of all controlled variableét'
y from their reference values is more heavily penalized at tg
discrete time steps.

gen uabc(ta)v yref(to) andm(to)
% Compute the corresponding gradient vectots, z € {0,1,...,6}.
Enumerate the possible switching sequerldes = € {1,2,...,6},
arting fromugpc (4 ).
.eFor eachU .:
Solve the QP (20). This yields, and J,.
3. Solve the trivial optimization problem (21). This yields andU*.

. . ReturnU* (k) andt* (k)
C. Obijective Function

Taking into account all the assumptions and refinemerBs

presented in Section IlI-B, the objective function is define Control Algorithm

as The block diagram of the proposed direct MPC scheme
is shown in Fig. 8. Moreover, the pseudocode of the control
ktl /s 3 9 method is summarized in Algorithm 1. In the sequel of this
J = Z (Z ||yref(ti(£)) —y(t:(0)) ||Q + section, the algorithm is explained in detail.
=k \ 1=1

(16) Before the control algorithm is executed, the possible gra-

2 dients that depend on the measured state vextn and the
+ HA(yref(Ts(@) B y(Ts(é))) H@) ’ possible switch positions,;,. of the two-level converter are
computed. Hence, seven unique output vector gradients
where the references valugg, are computed based on (13)With z € {0,1,...,6}, need to be computed, since the eight

Moreover,A - 0 € R%*% is a diagonal positive definite matrix Possible switch positions,;. of the converter yield seven
the entries of which assign higher priority to the trackingfifferent voltage vectors in the3-plane, see Fig. 7(a). To
accuracy at the discrete time steps. Therefore, its nonzéis end, (10) is written as

entr|§§ Iare great.er- than -one. m. = C (Fa(ty) + Gu.) | (19)
Utilizing (10), it is straightforward to show that the outpu
variables can be written as wherew, refers to the seven different switch positions in the

af-plane, i.e.u, = Kugpc, .-
y(ti(0)) = y(tim1(0) + m(tim1(0) (t:i(0) —ti—1(0)) , (17) Having computed the output vector gradients (19), the
controller enumerates the possible three-phase switahigres
with ¢ = k,k+ 1, i € {1,2,3,4} andt, = T,. As shown Wwithin the two sampling intervals based on the previously
in [33], (16), after some algebraic manipulations, and whig applied switch positionu,..(t, ) and in line with Table I.
aid of (17), can be written in vector form as This yields the six feasible switching sequendégs, z €
{1,2,...,6}.
J=|r - MtH% , (18) In a second step, the optimization problem
S _ minimize ||r — Mt||%
where the vector of switching instants € R®, as given tERS Q
by (12b), is the optimization (unknown) variable. Furthere subject to 0 < t1(k) < ta(k) < t3(k) < Ts <
vectorr € R_48 apd mgtrix]\/__l are time invariant and given in <ti(k+1) < to(k+1) < ts(k+1) < 2T%.
the appendix. Finally@ = diag @, . .., Q). (20)



is solved for each one of the six sequentés Problem (20) y as well as the converter operation at a fixed switching
is a convex quadratic program (QP) [39]. Owing to its smaltequency, the additional task of the reduced switching fre
size (the optimization variable is six-dimensional), indae quency is considered. The ultimate goal of the proposed
solved efficiently using online QP solvers that can solvehsutMPC algorithm is to operate the converter at the lowest
MPC problems on embedded hardware even in a mannerpaissible switching frequency while meeting the relevaid gr
microseconds, see, e.g., [40]-[43]. The solution of each @Bdes [35].
is a triplet of switching instants, (12b), switching sequence Considering the above, the control problem has similaritie
U. (12a), and the associated value of the objective functigvith that discussed in Section llI-A. Therefore, the cohtro
J, (18), withz € {1,2,...,6}. principle and introduced concepts, such as the switchirg se
In a last step, the algorithm decides which one of the siyuencel/' and instantg, remain in place. For MPC, however,
triplets {¢t.,U ., J.} has the minimal value of the objectiveto emulate the switching pattern of DPWMMIN, one of the
function. This is done by solving the following trivial opti three phases has to remain inactive, i.e., clamped to the-neg

mization problem tive dc rail, for the whole sampling interval. This implidsat
minimize J, (21) only two different switch positions should be applied to the
2€{1,2,....6} converter at two consecutive switching instants within @he

By doing so, the triplet that meet§U*,t*) = J* is the op- Consequently, for direct MPC with discontinuous modulatio
timal one, i.e.{t*,U", J*}. Following, and according to the the switching sequendg (¢) and vector of switching instants
receding horizon policy [1], only the elements correspogdi t(¢) in (12a) and (12b), respectively, are defined as

to the first sampling interval, i.el7* (k) andt*(k), are taken T

into account, while the rest are discarded. Thus, the firstagba U(t) = [“aTbc(tO(é)) Ugpe (t1(0)) gy (tQ(é))} (233)

the optimal switching sequence is applied with the appeteri B
switching times to the converter, i.e., t(l) = [tl(é) tQ(Z)} (23b)
T By doing so, it is ensured that only two phases switch within
t*(k):[t’f(k) t5(k) tﬁ(k)} (22a) oneT.,. This, however, does not suffice to guarantee that one

. . . . . 7 phase remains inactive for one third of the fundamentabgleri
U (k):[quc (to(k)) wif. (t5(K)) wit. (t5(k)) quc(%(/ﬂ))}- as it is the case with DPWMMIN. To address this, further
(22b) modifications are required, as explained in Section IV-B.

At the next sampling interval, the algorithm is repeatededasg  control Method
on new measurements over a prediction horizon shifted by on

o DPWMMIN utilizes only one of the two zero voltage
sampling interval.

vectors of a two-level converter (Fig. 9), i.e., the voltagetor
vo. Assume that the proposed MPC algorithm implements
IV. DIRECTMPCWITH FIXED SWITCHING FREQUENCY  the corresponding switch position at the beginning of the
FOR DISCONTINUOUSMODULATION sampling interval, i.€.2tapc (to(k)) = [-1 —1 —1]7. Then,

To reduce the converter switching losses and, consequeralger applying two switch positions that activate as many
to improve the system efficiency, the switching frequengyhases at instants (k) and ¢2(k), the single-phaseswitch
needs to be kept low. To meet this goal, DPWM can hLegosition of the third (inactive) phase will still bel by the
employed to avoid switching in the vicinity of phase currergnd of the intervaly, (7) = —1.
peaks [44]. The most straightforward approach to achieige th As can be understood from the above, the proposed algo-
is to force the three phases to consecutively refrain froriithm has not only to compute the appropriate switching time
switching for one-third of the fundamental period, i.e., tdnstants and sequence, but also to identify which phaselghou
keep each phase leg clamped to the negative dc rail fag¢ kept inactive within the sampling interval. To achieve th
120 of the fundamental cycle. As a result, with DPWMMIN Jatter, a deadbeat approach is employed. More specifically,
as the method is called, the switching frequency—and thtiee ideal converter output voltag&onyref k) that drives the
the switching losses—are reduced B$% compared with converter current to its reference within one samplingririte
continuous modulation techniques that use the same carif'ecomputed. Using forward Euler discretization, (4a) can b
frequency. Nonetheless, this comes at the cost of unequaitten as
distribution of the power losses between the upper and thgon(k + 1) — dconv(k) 1

lower switches of the phase legs [34]. T, T X (ve(k) = (Bic + Re)icon(k)+
Motivated by the aforementioned attributes of discontimio + Reig(k) — veondk)) -

modulation, the direct MPC strategy discussed in Sectibn |l (24)
is modified in this section to emulate the switching pattefrn . . .

ap %ettmg as a goalconv(k + 1) = iconvrek + 1), veonvrefk) IS
DPWMMIN. .

given by
. ch .

A. Control Problem veonvref k) = ve(k) + Reig(k) — —iconvrefk + 1)+

T

(25)
- (Rlc + Rc)) ":conv(k) .

Besides the control objectives defined in Section llI-A,,i.e Xie
the minimization of the rms error of the controlled variable (

S



TABLE II: Possible sequences for the single-phase switahsitions for a

Ug 71 two-step horizon when emulating the switching pattern ofADNPMIN
wp I L
Ue . Phases to switch
Location of T — q ——
B / » (k) 15t sampling mterval| 2"% sampling interval
. conv,ref - -
U3 U2 First Second First Second
Sectorsl or 2 Z b b Z
U secl2 Ug L ; a a ;
up I L up 1 c c
Uo L Ue Sectors3 or 4 . b b .
sec.1
SR Sectorsb or 6 @ ¢ ¢ @
'U4 Ul (& a a (&
> / ° >
,U(; Algorithm 2 Direct MPC with fixed switching frequency and
sec.4 sec.6 discontinuous modulation
Ug Uq I L
w1 sec5 u_____ Given wape(t] ), Yret(to) and(to)
UL Ue—T"1- 0. Compute the corresponding gradient vectots, z € {0,1,...,6}.
la. Identify the sector of the desired converter outputagsltvector
Vs / Vg Veonvre(k) based onveony el k).
U L 1b. Enumerate the possible switching sequerldes = € {1, 2},
up starting fromugp.(ty )-
ue L 2. For eachU ;:
Fig. 9: Two-level converter voltage vector diagram and efiiitg patterns per Solve the QP (27). This yields, and J.
sector according to DPWMMIN. 3. Solve the trivial optimization problem (21) fare {1, 2}. This yields
t* andU*.

Following, the inactive phase is determined based d¢turnU~ (k) andt*(k)
the location ofveonvrefk) in the af-plane, i.e., the angle
Zvconvref k). Specifically, whemconyre k) is located at sectors
1 or2, see Fig. 9, phase legs clamped to the-1 (u. = —1).

Given the above, the objective function is

Thereby, only phases andb are allowed to switch. If, on the k+1 7/ 2 )
other handpconvre(k) is at sectors or 4, thenu, = —1 and T=> 1 D lwer(t:(0) — y(t:(0) || +
phasesb and ¢ are active. Finally, for the last two sectors, =k \ i=1 (26)

phases: and ¢ switch, whileu;, = —1.

+ A (ver(T20) - y(Ts<e>>)H;> .

Finally, function (26) can be written in the same vector

Having determined the phase clamped to the negative i@m as in (18). However, the size of the optimization prable
rail, the possible switching sequences are generatedeTdrey underlying MPC is smaller. This is due to the fact that the
by excluding the inactive phase, the two remaining phases @ptimization variable, i.e., the switching instarit$23b), is a
switch in two possible chronological orders. This means thi@ur-dimensional vector. Moreover, € R*, and matrix M
at any given instant, only two—in contrast to six, which i$s of appropriate dimensions.
the case with MPC with continuous modulation—switching
sequencedJ need to be examined. If, e.Quconvref(k) is C. Control Algorithm
located at the first sector, the two active phases switch sucths in Section 111-D, in a preprocessing step, the possible
that either phase switches first and follows, or vice versa. output gradientsn., with = € {0,1,...,6}, are computed
The active phases, depending on the locationgivrefk), 8 pased on (19).

well as the possible sequences over @hare summarized in  sypsequently, the location of the desired converter output

the first three columns of Table II. voltage (25) is identified, and the two candidate switching
sequences are determined according to Table Il. Depending o
uabe(ty ), the controller enumerates the two feasible switching

. . e , sequenced/ ., with z € {1,2}.
Besides the above-mentioned modifications, the ref|nement$:0||owing for each one of the two given switching sequence

introduced in Section 11-B are utilized with MPC with disto e optimization problem
tinuous modulation. This means that the switching sequence
over a two-step horizonN, = 2) are again mirrored with
respect tol; the resulting possible switching sequences are subject to 0 < #(k) < ta(k) < T, < (27)
shown in Table Il. As seen in the table, the total number of

possible switching sequences remains the same as with MPC <ti(k+1) <ta(k+1) <2T..

with continuous modulation. However, as explained abovis, solved. As before (see Section IlI-D), the solution of the
only two are taken into account each time. QP is a triplet{t.,U ., J.}, with ¢, andU . given by (23).

minimize ||r — Mt||%
inimize |lr — Mt



TABLE Ill: Rated values of the system

60
Parameter Symbol S| Value . 40r
\oltage Vi 400V S 0T
Current I 18A g O T
Angular grid frequency WyR 2750 rad/s E —20¢
Short-circuit ratio ksc 20 2 —40r
Grid impedance ratio  kxg = X/R 7 = 7:87
TABLE IV: System parameters _10901 102 103 104
Frequency [Hz]
Grid Reactance Xg 0.0490 (a) Bode magnitude plot
Resistance Ry 0.0071 180
LCL filter Grid-side reactance X, 0.0735 135¢
Grid-side resistance Ry, 0.0055 = 90|
Converter-side reactance X;. 0.0808 i 451
Converter-side resistance R;. 0.0078 o 0
Capacitance reactance X, 0.0355 S a5
Capacitance resistance R.  0.0623-1073 & _gof
Converter Dc-link Ve 1.9902 —135
—180

10! 104

0? 103
Frequency [Hz]

Finally, a similar problem to (21) is solved, with the differ (b) Bode phase plot

ence that the controller has to choose between two—instead o
six—values of the objective function to determine the mialim Fig. 10: Frequency response of tiie L filter.
one. In doing so, the optimal tripleit:, U, J:} is found,
and, in line with the receding horizon policy;:,.(¢7(k)) and
u}, . (t5(k)) are applied to the converter at the appropriate tim
instants.

The pseudocode of the proposed direct MPC with discol
tinuous modulation is presented in Algorithm 2. The blocl
diagram is similar to that shown in Fig. 8, with the differenc
that the angle/vconvref k) Needs to be fed into the MPC block.

zPCCTL [%]

10 20 30 40 50 60 70 80
Harmonic order
\VV. PERFORMANCEEVALUATION Fig. 11: Current harmonic limits at the PCC based on the IEEE Sandard
for short circuit ratioksc = 20.

In this section the performance of the proposed direct MPC .

schemes is assessed on a simulation basis. The rated vaféd® /s = 50Hz is the base (rated) frequency. As seen

as well as the p.u. parameters of the chosen case study (Befhe figure, LC'L filters—being third-order systems—can

Fig. 1) are given in Tables Ill and IV, respectively. The mtuattenuate the harmonics beyond their resonance frequency a

is assumed to be ideal, i.e., second-order effects, suchagte of—60 dB/dec. Nonetheless, the harmonics around the

controller delays, deadtimes, measurement noise, paeaméPminant resonance frequency are usually excited due to the

variations, model imperfections, disturbances, etc., age 0w impedance of the filter at the vicinity gfes Thus, passive

glected. The chosen sampling intervallis= 175.43 us. The and_/o_r active d_amplng tec_hnlques are often used to provide

weighting matrices for MPC with continuous and discontirufficient damping of the filter resonance [45], [46].

uous modulation are chosen s = diag1,1,9,9,0.9,0.9)

.a.n(.j Q = d|€_;19(1,1,9,9,1.1,1.1), respectlvely,_both Prior o \cEE 519 Grid Code

itizing the grid current error. Moreover, matriA for the

two methods was chosen as= diag(9.5,9.5,10, 10, 10, 10) Grid codes are a set of regulations that define minimum

and A = diag5.8,5.8,5.5,5.5,5.5,5.5), respectively. In the requirements for the interconnection of facilities to theédg

sequel, before presenting the performance evaluationied bin order to ensure safe and secure operation of the system.

description of the filter characteristics and the IEEE 51ifl grThe IEEE 519 grid standard [35] imposes limits on the current

standard is provided. harmonics at the PCC. The latter is “usually taken as thetpoin

in the power system closest to the user where the system owner

] or operator could offer services to another user” [35] and is

A. LCL Filter shown in Fig. 1.

The frequency response of theC'L filter considered in  For systems rated betwedR0V and 69kV, such as this
this work is shown in Fig. 10. The filter has two resonancgase study, the maximum current harmonic limits at PCC are

O FP N WA O N ©

o

frequencies; the dominant one is given by (in SI) given in [35] as a percentage of the maximum fundamental
1 frequency component of the current. The limits vary for
Jfres= [B ~ 1203.3 Hz, different short-circuit ratios of the grids.. For ksc = 20

Xc% considered in this work, the limits are depicted in Fig. 1%. A
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Fig. 12: Simulated waveforms produced by direct MPC withtiewous modulation during steady-state operation andyyutver factor (sw = 2850 Hz).
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(a) Three-phase modulating signal and triangl@r Harmonic spectrum of differential-mode con-+(c) Grid current spectrum. The TDD &67%.
carrier. verter voltage.

Fig. 13: Simulated waveforms produced by asymmetric retyusampled CB-PWM with min/max common-mode signal injeati(fsw = 2850 Hz).

can be seen, the limits on even and higher-order harmoniermonic limitations imposed by the IEEE 519 standard (see
are particularly stringent. Fig. 11), it can be concluded that the produced grid current
does not violate them. Furthermore, it is observed, that the
C. Direct MPC with Continuous Modulation han_”nonics in. the vicinity of the resonance frequency are not
) ) ) excited despite the absence of an active damping loop and the
The closed-loop behavior of the system is examined whilg; ratio Fow/ fres Which is ~ 2.37. Therefore, the proposed

being controlled with the proposed direct MPC scheme Withe o4 can operate the converter at relatively low switghin
continuous modulation. With the chosen sampling interval fequencies, and, thus, the switching losses can be reduced
T, = 175.43 us a fixed switching frequency gf,, = 2850 Hz

results. The steady-state system performance when apgrati For comparison purposes, asymmetric regularly sampled
under unity power factor (pf), i.eP = 1p.u. and@ = 0p.u., CB-PWM with min/max common-mode signal injection is
is shown in Fig. 12 for one fundamental period. The contbllemplemented. Note that this leads to equivalence between CB
variables track their reference values accurately, as @n ®WM and SVM [34, Section 6.3]. Such a method can be
seen in Figs. 12(a)-12(c), while operation under unity powmterpreted as a closed-loop linear controller with a veny |
factor is achieved (see Figs. 12(d) and 12(e)). The gridecirr bandwidth. As before, nonidealities and second-ordercesffe
TDD is as low as0.69%, thanks to the effective attenuatiorthat appear in a real-world setting are neglected. Thus, the
of the harmonics achieved by MPC with the chosen objectigteady-state performance of this benchmark case corrdspon
function (16) and theLC'L filter. Moreover, as can be seento its theoretically best achievable performance. Moreove
in Fig. 12(f), where the grid current harmonic spectrum iswing to the harmonic energy distribution of SVM, lower
shown, its harmonics appear at odd non-triplen multiples barmonic distortion levels can be achieved while explgitin
the fundamental frequency with the more pronounced beingaat extended linear modulation range [34]. Finally, for a fai
the vicinity of the switching frequency. Comparing with theand meaningful comparison, the carrier signal has the same
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Fig. 14: Power reference steps for direct MPC with contirsumodulation.

frequency as the switching frequency of MPC, iZ2850Hz.  power.
The three-phase modulating signal and the triangularerarri
waveform are shown in Fig. 13(a). Moreover, Figs. 13(d). Direct MPC with Discontinuous Modulation

and 13(c) illustrate the harmonic spectrum of the converterwhen direct MPC emulates DPWMMIN (see Section 1V)
(differential-mode) output voltage and grid current, ®sp and the same sampling interval is used, i%&.= 175.43 us,
tively. As seen in Fig. 13(c), the grid current harmonicsep then the resulting switching frequency is two-thirds ofttima
at the same frequencies, but they are of different amplgudsection V-C. Therefore, the switching frequency for MPChwit
compared with those produced by MPC (see Fig. 12(f). Thfiscontinuous modulation i, = 2 - 2850 = 1900 Hz. The

. . ! 3
TDD of the grid current i€).67%. Hence, the proposed directsteady-state performance of the system at the same oppratin

MPC achieves a grid current TDD which is almost equal tgoint as in Section V-C, ie.P = 1 andQ = 0p.u., is
that produced by SVM. examined. The results are shown in Fig. 15. As can be seen
Finally, the transient behavior of the proposed direct MPl Figs. 15(d) and 15(e), operation under unity power faistor
with continuous modulation is examined during changes #éthieved. This implies, that the controlled variables aaigly
real and reactive power references.tAt 5ms, both real and track their desired values (Figs. 15(a)-15(c)), albeithwit
reactive power references are changed from the nominal gjfightly higher ripple due to the lower switching frequency
erating point £ = 1 and@ = 0p.u.) to0.5p.u., and changed The increased ripples are also reflected in the grid current
back att = 15ms to regain nominal operation. These stegsarmonic spectrum, see Fig. 15(f). As expected, the grid
on the power references are translated into the correspondiurrent TDD is slightly increased @87%. As can be seen in
steady-state references of the controlled varialese., the Fig. 15(f), harmonic energy is distributed not only among od
converter and grid currents, and capacitor voltage. non-triplen multiples of the fundamental frequency, bugoal
During power transients, there is an energy exchange lweer even harmonics, since quarter- and half-wave symesetri
tween the converter, filter and grid. As a result, the magieituare compromised with discontinuous modulation. Notwith-
and phase of the converter and grid current are changed. Btending the foregoing, the produced grid current harnsonic
same applies to the phase of the capacitor voltage. Dedpiteadide by the limitations imposed by the IEEE 519 standard.
these changes, the controlled variables, and consequéetly Furthermore, despite the ratio between the switching and
powers, track their references accurately with shortisgttl resonance frequency beirg1.58, i.e., considerably low, the
times, see Fig. 14. Since the proposed MPC algorithm h&rmonics around the resonance frequency are not excited.
implemented as a direct controller, it makes decisions thah Therefore, as can be seen, the proposed direct MPC, thanks
the deviation of the controlled variables from their referes to the full-state information (see (5) or (7)) and the refine-
is alleviated as quickly as possible. In effect, the dynaminents discussed in Section 111-B (e.g., the long horizor])[38
response of MPC is limited by the available voltage margieffectively mitigates the adverse effect of the filter remure,
For example, due to the smaller voltage margin availablewheendering an additional damping loop unnecessary. Thu§ MP
operating under unity pf, the dynamics are slower duringith discontinuous modulation can operate the converter at
the step-down—compared to the step-up—change in the reaén lower switching frequencies compared with MPC and
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Fig. 16: Simulated waveforms produced by asymmetric retyusampled DPWMMIN (fsw = 1900 Hz).

continuous modulation. As a result, the switching poweséss follow their references accurately. Since only two—ratiren
can be further reduced. three—phases at a time are involved in switching, the tran-

As a benchmark, asymmetric regularly sampled Dpw\pients are slightly slower compared with MPC with continsiou
MIN is implemented for operation at the same switchingiodulation, see Section V-C. Nevertheless, the settlimgsi
frequency, i.e.,fow = 1900Hz. Fig. 16(a) illustrates the &€ as short as possible, limited only by the available gelta
three-phase modulating signal and the triangular carrigew Margin-.
form, while Figs. 16(b) and 16(c) show the spectrum of the
converter (differential-mode) output voltage and gridreat, VI. CONCLUSIONS

respectively. As can be seen in Fig. 16(c), the harr‘_nonics-rhiS paper presents a direct MPC strategy for a three-
produced by DPWMMIN are of the same order, but slightly,se two-level grid-connected converter with i L filter.

different am_plltude, Compare_d with those proc_zluced by diref, contrast to conventional direct MPC (FCS-MPC) algo-
MPC. Despite these small differences, the grid current TDRpms  where the harmonic spectra are non-deterministic,
is 0.87%, i.e., equal to the one obtained with the proposggih the harmonic energy spread over the whole range of

method. frequencies, the proposed controller produces a discride g
As a last performance assessment, the dynamic behaworrent harmonic spectrum. This is achieved by introducing
of the proposed scheme is examined during step changesifixed modulation cycle and symmetrical switching patterns
the power references, see Fig. 17. While operating at ndmicamputed with the presented optimization problem undeglyi
operating conditions (pt= 1), the real and reactive powerdirect MPC. In doing so, the grid standards—such as IEEE
references are changed @d p.u. att = 5ms, and changed 519—can be met since the stringent limits on harmonics,
back to their values that correspond to nominal operation edpecially of even order and interharmonics, are adhered to
t = 15ms. The controlled variables—and hence the powerswhile the grid current TDD is very close to that of asymmetric
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Fig. 17: Power reference steps for direct MPC with discarttirs modulation.

regularly sampled CB-PWM with min/max common-mode APPENDIX

signal injection (i.e., SVM). Moreover, by exploiting the

inherent full-state-control mechanism of MPC, an addaion Vectorr and matrixM in (18) are given by
active damping loop is redundant. Furthermore, owing to - -

the adopted MIMO approach, MPC manages to successfully Yref(to) — y(to)
control all output variables not only at steady-state ofirega Yret(to) — y(to)
conditions, but also during transients. As a result, the fas Yrer(to) — y(to)
transient responses that characterize direct controlnsebe A(yref(T ) — y(to) — m(tg(k))Ts)
as the proposed one, are still present. r= )
Prop ° Yrei(T2) — y(to)
In an attempt to further reduce the switching frequency of Yrer(T5) — y(to)
the converter, the algorithm is modified to emulate the behav Yref(Ts) — y(to)
ior of 120° discontinuous PWM. By doing so, the switching | A (yrer(2T5) — y(to) — m(ts(k + 1)) 2T%) |

frequency is reduced by3% compared with MPC with

continuous modulation. Moreover, albeit the lower swinghi and
frequency, the grid current harmonics still adhere to thd gr - .
codes, while the grid current TDD is the same as the one

achieved with asymmetric regularly sampled DPWMMIN. mo My, 06 06 06 Og
Further, it is shown that even when a discontinuous switghin mg m my, 0¢ 0g 0g
pattern is implemented_ by MPC the dynamic behavior of the Amg Am; Ams 0O 06 06
system does not deteriorate. M = —~ )
mo ma mo ™My, 06 06
It can be concluded, that both of the proposed direct Mo M1 M2 Mo My Bﬁ
MPC approaches can operate the system even when the ratio mo my ma mo my My,
between the switching frequency and the resonance freguenc Amg Am; Ams; Amy Am; Amg)

is as small as two. This is thanks to the high bandwidth
of the controller(s), which is higher than that of indirecyvith
control methods, such as vector control with SVM/DPWM.
Therefore, owing to the proposed direct MPC approach, one
can increase the efficiency of the converter by reducing the
switching frequency, and, consequently, the switchingdss
while the harmonic output spectrum meets the grid standards
e.g., [35]. Alternatively, one can reduce the size of €L

filter by increasing the frequency of the filter resonance. wherei € {0,1,2}, andtg(k + 1) = Ts.

ti(k)) — muei(k)

ti(k+1)) — myei(k + 1),
ti(k)) — m(tiy1(k)),
ti(k+1)) —m(tiz1(k+1)),

[
333

(
(
(
m(



ACKNOWLEDGMENT [23]

M. Nahalparvari would like to thank ABB Oy Drives,
Helsinki, Finland, for the financial support.

(1]
(2]

(3]

(4

(5]

(6]

(7]

(8]
(9]
[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

[24]

REFERENCES [25]
J. B. Rawlings and D. Q. Mayné/odel predictive control: Theory and
design Madison, WI: Nob Hill, 2009.
J. Holtz and S. Stadtfeld, “A predictive controller fdret stator current
vector of ac-machines fed from a switched voltage sourodriti Power
Electron. Conf. Tokyo, Japan, Mar. 1983, pp. 1665-1675.
P. Cortés, M. P. Kazmierkowski, R. M. Kennel, D. E. Qudwe and
J. Rodriguez, “Predictive control in power electronicsl anives,” |IEEE
Trans. Ind. Electron.vol. 55, no. 12, pp. 4312-4324, Dec. 2008.
T. Geyer, G. Papafotiou, and M. Morari, “Hybrid model gdretive
control of the step-down dc-dc convertelZEE Trans. Control Syst.
Technol, vol. 16, no. 6, pp. 1112-1124, Nov. 2008.
S. Mariethoz and M. Morari, “Explicit model-predicgv control of a
PWM inverter with anLC' L filter,” IEEE Trans. Ind. Electron.vol. 56,
no. 2, pp. 389-399, Feb. 2009.
S. Almér, S. Mariéthoz, and M. Morari, “Sampled datadebpredictive
control of a voltage source inverter for reduced harmonstodiion,”
IEEE Trans. Control Syst. Technolol. 21, no. 5, pp. 1907-1915, Sep.
2013.
A. G. Beccuti, G. Papafotiou, and L. Harnefors, “Multiiable optimal
control of HVDC transmission links with network parametstimation
for weak grids,”IEEE Trans. Control Syst. Technolol. 22, no. 2, pp.
676-689, Mar. 2014.
T. Geyer, Model predictive control of high power converters and(31]
industrial drives Hoboken, NJ: Wiley, 2016.
L. A. Wolsey, Integer programming New York, NY: Wiley, 1998.
T. Geyer and D. E. Quevedo, “Multistep finite control sebdel
predictive control for power electronicsiEEE Trans. Power Electron.
vol. 29, no. 12, pp. 6836-6846, Dec. 2014.
P. Karamanakos, T. Geyer, and R. Kennel, “A computatigrefficient
model predictive control strategy for linear systems witteger inputs,”
IEEE Trans. Control Syst. Technoliol. 24, no. 4, pp. 1463-1471, Jul. [33]
2016.
J. Rodriguez, J. Pontt, C. A. Silva, P. Correa, P. Lazdh Cortés, and
U. Ammann, “Predictive current control of a voltage soumeerter,”
IEEE Trans. Ind. Electron.vol. 54, no. 1, pp. 495-503, Feb. 2007.
J. Rodriguez and P. CortéBredictive control of power converters and
electrical drives Chichester, UK: Wiley, 2012.
T. Geyer, “A comparison of control and modulation sclesmfor
medium-voltage drives: Emerging predictive control cqiseversus
PWM-based schemedEEE Trans. Ind. Appl.vol. 47, no. 3, pp. 1380—
1389, May/Jun. 2011.
P. Karamanakos and T. Geyer, “Guidelines for the desfdmite control
set model predictive controllerslEEE Trans. Power Electronvol. 35,
no. 7, pp. 7434-7450, Jul. 2020.
A. Bouafia, J.-P. Gaubert, and F. Krim, “Predictive dirpower control
of three-phase pulsewidth modulation (PWM) rectifier usspmace-
vector modulation (SVM),IEEE Trans. Power Electronvol. 25, no. 1,
pp. 228-236, Jan. 2010.
R. O. Ramirez, J. R. Espinoza, F. Villarroel, E. Maieland M. E.
Reyes, “A novel hybrid finite control set model predictiventol scheme
with reduced switching,JEEE Trans. Ind. Electronvol. 61, no. 11, pp.
5912-5920, Nov. 2014.
P. Cortés, J. Rodriguez, D. E. Quevedo, and C. SilReedictive current
control strategy with imposed load current spectrudtEEE Trans.
Power Electron,. vol. 23, no. 2, pp. 612-618, Mar. 2008.
M. Pacas and J. Weber, “Predictive direct torque corfivo the PM
synchronous machinefEEE Trans. Ind. Electron.vol. 52, no. 5, pp.
1350-1356, Oct. 2005.
Y. Zhang, W. Xie, Z. Li, and Y. Zhang, “Model predictivardct power
control of a PWM rectifier with duty cycle optimization|EEE Trans.
Power Electron. vol. 28, no. 11, pp. 5343-5351, Nov. 2013.
P. Karamanakos, P. Stolze, R. M. Kennel, S. Manias, andiuHT.
Mouton, “Variable switching point predictive torque caitof induction
machines,”IEEE J. Emerg. Sel. Topics Power Electromol. 2, no. 2,
pp. 285-295, Jun. 2014.
Y. Zhang, W. Xie, Z. Li, and Y. Zhang, “Low-complexity ndel
predictive power control: Double-vector-based apprdatBEE Trans.
Ind. Electron, vol. 61, no. 11, pp. 5871-5880, Nov. 2014.

[26]

[27]

[28]

[29]

[30]

[32]

[34]

[36]

[37]

(38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

L. Tarisciotti, P. Zanchetta, A. Watson, J. C. Clare, Dlegano, and
S. Bifaretti, “Modulated model predictive control for a ¢e-phase
active rectifier,”IEEE Trans. Ind. Appl.vol. 51, no. 2, pp. 1610-1620,
Mar./Apr. 2015.

Q. Liu and K. Hameyer, “Torque ripple minimization foirect torque
control of PMSM with modified FCSMPC,JEEE Trans. Ind. App].
vol. 52, no. 6, pp. 48554864, Nov./Dec. 2016.

Y. Zhang, Y. Peng, and C. Qu, “Model predictive contraidadirect
power control for PWM rectifiers with active power ripple rimiza-
tion,” IEEE Trans. Ind. AppJ.vol. 52, no. 6, pp. 4909-4918, Nov./Dec.
2016.

M. Tomlinson, H. du T. Mouton, R. Kennel, and P. Stolzé, fixed
switching frequency scheme for finite-control-set modeéductive
control—Concept and algorithm/EEE Trans. Ind. Electron.vol. 63,
no. 12, pp. 7662—-7670, Dec. 2016.

L. Tarisciotti, J. Lei, A. Formentini, A. Trentin, P. Aahetta, P. Wheeler,
and M. Rivera, “Modulated predictive control for indirectatrix con-
verter,” IEEE Trans. Ind. AppJ.vol. 53, no. 5, pp. 4644-4654, Sep./Oct.
2017.

P. Karamanakos, A. Ayad, and R. Kennel, “A variable shiitg point
predictive current control strategy for quasi-Z-sourceeiters,” IEEE
Trans. Ind. Appl.vol. 54, no. 2, pp. 1469-1480, Mar./Apr. 2018.

S. Vazquez, A. Marquez, R. Aguilera, D. Quevedo, J. loh,eand
L. G. Franquelo, “Predictive optimal switching sequencedi power
control for grid-connected power converte§EE Trans. Ind. Electron.
vol. 62, no. 4, pp. 2010-2020, Apr. 2015.

S. A. Larrinaga, M. A. R. Vidal, E. Oyarbide, and J. R. TprAiz,
“Predictive control strategy for dc/ac converters basediioect power
control,” IEEE Trans. Ind. Electron.vol. 54, no. 3, pp. 1261-1271, Jun.
2007.

S. Vazquez, R. P. Aguilera, P. Acuna, J. Pou, J. |. Leor§; LFranquelo,
and V. G. Agelidis, “Model predictive control for single-abe NPC
converters based on optimal switching sequencHsEZE Trans. Ind.
Electron, vol. 63, no. 12, pp. 7533-7541, Dec. 2016.

W. Falmbigl, O. Konig, S. Jakubek, and G. Prochart,etictive pulse
pattern control for a synchronous multiphase buck conrérite Proc.
IEEE Int. Symp. Pred. Control of Elect. Drives and Power Etat,
Pilsen, Czech Republic, Sep. 2017, pp. 1-6.

P. Karamanakos, R. Mattila, and T. Geyer, “Fixed swiighfrequency
direct model predictive control based on output currendigras,” in
Proc. IEEE Ind. Electron. ConfWashington, D.C., Oct. 2018, pp. 2329—
2334.

D. G. Holmes and T. A. Lipo,Pulse width modulation for power
converters: Principles and practice Piscataway, NJ: IEEE Press, 2003.

] IEEE Std 519-2014 (Revision of IEEE Std 519-1992), “ElEecom-

mended practices and requirements for harmonic controlleatreal
power systems,” pp. 1-29, Jun. 2014.

S. G. Parker, B. P. McGrath, and D. G. Holmes, “Regionsactive
damping control fol.C'L filters,” IEEE Trans. Ind. AppJ.vol. 50, no. 1,
pp. 424-432, Jan./Feb. 2014.

S. N. ManiasPower electronics and motor drive system&€ambridge,
MA: Academic Press, 2016.

T. Geyer, P. Karamanakos, and R. Kennel, “On the benéfipmag-
horizon direct model predictive control for drives wilhC' filters,” in
Proc. IEEE Energy Convers. Congr. Exp®ittsburgh, PA, Sep. 2014,
pp. 3520-3527.

S. Boyd and L. Vandenbergh€onvex optimization Cambridge, UK:
Cambridge Univ. Press, 2004.

Y. Wang and S. Boyd, “Fast model predictive control gsianline
optimization,” IEEE Trans. Control Syst. Technokol. 18, no. 2, pp.
267-278, Mar. 2010.

S. Richter, S. Mariéthoz, and M. Morari, “High-speedine MPC based
on a fast gradient method applied to power converter cghirolProc.
Am. Control Conf. Baltimore, MD, Jun./Jul. 2010, pp. 4737-4743.
H. Peyrl, A. Zanarini, T. Besselmann, J. Liu, and M.-Aoé&hat,
“Parallel implementations of the fast gradient method faghkspeed
MPC,” Control Eng. Pract. vol. 33, pp. 22-34, Dec. 2014.

S. Richter, T. Geyer, and M. Morari, “Resource-effitigmadient meth-
ods for model predictive pulse pattern control on an FPGRREE Trans.
Control Syst. Technglvol. 25, no. 3, pp. 828-841, May 2017.

A. M. Trzynadlowski and S. Legowski, “Minimum-loss wec PWM
strategy for three-phase inverter£EE Trans. Power Electronvol. 9,
no. 1, pp. 26-34, Jan. 1994.

M. Liserre, F. Blaabjerg, and S. Hansen, “Design andtrobrof an
LC L-filter-based three-phase active rectifidE2EE Trans. Ind. App).
vol. 41, no. 5, pp. 1281-1291, Sep./Oct. 2005.



[46] J. Dannehl, F. W. Fuchs, S. Hansen, and P. B. Thggersamstigation
of active damping approaches for Pl-based current contfofrin-
connected pulse width modulation converters witt' L filters,” IEEE
Trans. Ind. Appl.vol. 46, no. 4, pp. 1509-1517, Jul./Aug. 2010.

Petros Karamanakos (S'10-M'14-SM’19) re-
ceived the Diploma and the Ph.D. degrees in elec-
trical and computer engineering from the National
Technical University of Athens (NTUA), Athens,
Greece, in 2007, and 2013, respectively.

From 2010 to 2011 he was with the ABB Corpo-
rate Research Center, Baden-Dattwil, Switzerland,
where he worked on model predictive control strate-
gies for medium-voltage drives. From 2013 to 2016
he was a PostDoc Research Associate in the Chair
of Electrical Drive Systems and Power Electronics,
Technische Universitat Minchen, Munich, Germany. SiSeptember 2016,
he has been an Assistant Professor in the Faculty of Infoom&echnology
and Communication Sciences, Tampere University, Tamgérgand. His
main research interests lie at the intersection of optiroatrol, mathematical
programming and power electronics, including model ptadiccontrol for
power electronic converters and ac drives.

Dr. Karamanakos received the 2014 Third Best Paper AwartheofEEE
Transactions on Industry Applications and the First Priapd? Award of the
Industrial Drives Committee at the 2013 IEEE Energy Converongress
and Exposition. He serves as an Associate Editor of the tridlisower
Converters Committee for the IEEE Transactions on Indu&pplications.

Mehrdad Nahalparvari (S'19) received the
M.Sc. degree in power electronics from the
Tampere University, Tampere, Finland, in 2019.

He is currently working towards the Ph.D. degree
in electrical engineering at KTH Royal Institute
of Technology, Stockholm, Sweden. His research
interests include modeling and control of power
electronic converters.

Tobias Geyer (M'08-SM'10) received the Dipl.-
Ing. and Ph.D. degrees in electrical engineering from
ETH Zurich, Zurich, Switzerland, in 2000 and 2005,
respectively, and the Habilitation degree in power
electronics from ETH Zurich, Zurich, Switzerland,
in 2017.

After his Ph.D., he spent three years at GE Global
Research, Munich, Germany, three years at the Uni-
versity of Auckland, Auckland, New Zealand, and
A eight years at ABB’s Corporate Research Centre,

Baden-Dattwil, Switzerland. There, in 2016, he be-
came a Senior Principal Scientist for power conversion rehnHe was ap-
pointed as an extraordinary Professor at Stellenboschelsity, Stellenbosch,
South Africa, from 2017 to 2020. In 2020, he joined ABB’s medivoltage
drives business as R&D platform manager of the ACS6000/6080

He is the author of 35 patent applications and the book “Madedlictive
control of high power converters and industrial drives” @i 2016). He
teaches a regular course on model predictive control at ETHCE His
research interests include medium-voltage and low-veltiiyes, utility-scale
power converters, optimized pulse patterns and model gtheglicontrol.

Dr. Geyer is the recipient of the 2017 First Place Prize Paperd in the
Transactions on Power Electronics, the 2014 Third PlaceeAraper Award
in the Transactions on Industry Applications, and of twa@rfPaper Awards
at conferences. He is a former Associate Editor for the IEE&h3actions on
Industry Applications (from 2011 until 2014) and the |IEEEafisactions on
Power Electronics (from 2013 until 2019). He was an inteomal program
committee vice chair of the IFAC conference on Nonlinear Eldéredictive
Control in Madison, WI, USA, in 2018. Dr. Geyer is a Distingliéd Lecturer
of the Power Electronics Society in the years 2020 and 2021.




