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Abstract—Direct model predictive control (MPC) with refer-
ence tracking, also referred to as finite control set MPC (FCS
MPC), has gained significant attention in recent years, maily
from the academic community. Thanks to its applicability to 400
a wide range of power electronic systems, it is considered a
promising control method for such systems. However, to sinlgy
the design, researchers frequently make choices that—ofte
unknowingly—reduce the system performance. We discuss and
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analyze in this paper the factors that affect the closed-lgoperfor-
mance of FCS-MPC. Based on these findings, design guidelines 100
are provided that help to maximize the system performance. | i
To highlight the performance benefits, two case studies wilbe
considered; the first one consists of a two-level converternal an 9000 2004 2008 2012 5016 2020

induction machine, whereas the second one adds ahC' filter

between the converter and the machine. Year

Fig. 1: Annual number of MPC-related peer-reviewed puliices appearing
Index Terms—Power electronic systems, model predictive con- in IEEE Xplore since 2000. Only publications related to power electronic

trol (MPC), direct control, ac drives, integer programming, SYyStems are taken info account.

weighting factors.

In academia, direct MPC with reference tracking, also
|. INTRODUCTION known as finite control set MPC (FCS-MPC), is the favored

ODEL predictive control (MPC) [1] was introduced asand most widely published MPC method [13]. This popularity

an advanced control method in the process industéi/ems from its design simplicity. Specifically, the model of

in the 1970s. Formulated in the time domain and suitablg ¢ POWe' electronic system is used to predict its future

for multiple-input multiple-output systems with physiaain- eh;a_wor based on the (f|n|te_ n_umber of) possible switch
straints and complex, nonlinear dynamics, MPC was quiclﬁ?smons‘ The subsequent predictions are assessed oadise b

adopted in the petrochemical, chemical, aerospace and a 02 chosen ?.?“g"ﬁat'on Crt')t.e”?n ((f)r th_JIt|pIeF CITter.ld)atth
motive industry, to name just a few [2]. is (are) quantified by an objective function. Following, the

Nevertheless, MPC in power electronics has not gain&ﬁ’imh position that is predicted to provide the most fattea

much attention before the early 2000s. Despite some init ste_m b_ehawo_r, Le., the one_that minimizes the _object|ve
research in the 1980s, see, e.g., [3], [4], the lack of seffici unction, is considered to be optimal. In a last step, thégit

computational power at the time did not allow for furthe?w'tCh position isdirectly applied to the converter without an

investigations. In recent years, however, the advent ofanic intermediate modulation stage [14]. _
As can be understood from the above, the design proce-

processors with increased computational capabilitieswend q ¢ FCS-MPC is fairl iahtf 4B f thi
the interest of the power electronics community in MPC [5]—ure 0 ) IS fairly straightforward. Because of this,

[8]. As a result, many algorithms in the framework of Mpdesearchers advocate the use of FCS-MPC in industry as a

have hitherto been developed for several power electromiePeror altemative to established control methods. hewe

systems, ranging from low- to high-power applications [g]mdustry is reluctant to adopt new control methods that dio no
[12] ’ provide significant economic benefits [15]. More specifigall

This is reflected by the number of peer-reviewed pulg_ither the investment cost of the power electronic systes, i

lications. A search on IEEEXplore with the search term the capital_ expenditure.(CAPEX), or the operating cost, i.e
“predictive and control and (inverter or converter)” in théhe operational expenditure (OPEX), need to be reduced. To

abstract reveals an exponential growth in the number ofainnChi€Ve these benefits with control, it is mandatory to impro

publications, see Fig. 1. Since the year 2000, the number3¥Me key asp_ects of -the system pgrformance; this, in trn,

new publications per year has been roughly doubling eve typically achieved with more comphcatet_j qontrol metiod

three years. Indeed, MPC—bgse_d algorithms developed in industry aremor
elaborate and intricate, see, e.g., [16]-[20]. Conveyshly
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on design guidelines that improve the performance of FC&mainder of the paper we consider three-phase systems (i.e
MPC. Two major performance metrics will be considered, = 3); we define the input a8 = wupe = [ua up u)? with
namely the switching frequency, and the total harmonic dis-

tortions (THD) of the load current. The switching frequency ueld, UCZ’. 2)
relates to the switching losses and, thus, to the conver®@ie extension of the discussion and analysis to systems with
efficiency. The current THD is a proxy for the harmonig,, # 3 is straightforward.

losses in the load. The parameters that affect the systemn most cases, the power electronic system (1) is a linear
performance, such as the choice of norm, the weighting factgystem. Thus, the discrete-time state-space model takes th
in the objective function, the sampling interval, the length form?
of the prediction horizon, etc., are discussed and analyzed
Subsequently, design guidelines are provided. Moreower, t x(k +1) = Az (k) + BK(p)u(k) (3a)
case studies are used to illustrate the performance benefits y(k) = Cz(k). (3b)
or lack thereof—arising from t_he de_sign choig:es, namely &Fhe system matrixA € R=x"-
two-level converter driving an induction machine (IM), anc(imd output matrixC € R

the same drive system with an intermedid filter. E%/stem, input and output matrices of the continuous-time

. This paper |s_structu_red as follows. The FCS-MPC pro_ble ate-space model by using some discretization method, mos
is summarized in Section Il. The commonly used terms in tl?:%mmonly

objective function, i.e., the tracking error term and thatcol

effort term, are discussed in Sections Il and 1V, respetyiv i
Design guidelines for the sampling interval are given iff- Performance Metrics
Section V. Section VI analyzes the effect of the prediction The two most relevant metrics to evaluate the system
horizon, whereas Section VII presents suboptimal desigigrformance are the output current THRyp and theaverage
Furthermore, a brief performance assessment is providedsititching frequencys, of the converter. The former is defined
Section VIII. Finally, Section IX concludes this paper. as

, input matrix B € R"=*2,
*nez gre derived based on the

forward Euler or exact discretization [21].

Zn;ﬁl ig,n

II. PROBLEM STATEMENT Iwp = ———, (4)

io,l
We first review FCS-MPC. In the sequel of this section, the

mathematical model of the plant as well as the formulatiof"€r€%o.» is the amplitude of the load current harmonic at
and solution of the optimal control problem are presented. réquencynfi, with f, being the fundamental frequency and
n € RT.2 Note that as per definition of the FCS-MPC problem

A Svstem Modelin (see Section II-C), minimization of the output current erro
e N9 implies minimization of[typ, see [22, Appendix A].

MPC requires an adequate system model for its predictionsThe average device switching frequency is defined as
Because MPC is a discrete-time controller, the design of the

M—1
model has to be done in the discrete-time domain. A generic o 1
power electronic system can be described by Jow= s mep M Ty ; 1Al ®)
x(k+1) = f(z(k),u(k)) (1a) whereAwu(¢) = u(¢)—u(¢—1). Moreover,m is the number of
y(k) = g(z(k)), (1b) the power semiconductor switches of the power converter of

o . . interest, andc;, is a converter-dependent “correction” factor
where £ € N indicates the discrete time step. The statg ., that%—: € {-1,0,1}3. For examplec;, = 2 for a

vect0|_3L x € R"™ in (_1) encompasses _the varigbles th_at fullyo-level converter because, € {—1,1}, while for a three-
describe the dynamics of the system in question. Typic& stg,o| converter we set, — 1. As discussed in the paper,

variables in power electronics are the currents flowingugro 4 according to the FCS-MPC problem in Section II-C, the

inductors, the voltages across capacitors, the macmnesﬂu’%witching frequencyfsw can be controlled directly when the

etc. [14]. ) ) control effort is penalized.
Then, output variables of the system, which are aggregatedg;n )y it is worth mentioning that an insightful perfor-

in the vectory € R, are a (linear or nonlinear) function of e metric that combines the two aforementioned metrics
the state variables. Typical output variables are the redl s their product

reactive power, electromagnetic torque, flux magnitudéguu ¢ = Irvp - fou- (6)
current, etc. Then,-dimensional input vectot, corresponds

to the integer switch positions of the power converter. & th 2Hereafter, we drop the subscript from variables indhe-plane to simplify
the notation, whereas variables in thg- anddg-plane are denoted with the
1Commonly, when three-phase systems are considered, thablear corresponding subscript.
Eupe = [€a & &]T in the three-phasenfc) system are mapped into a two-  3An alternative metric for the current distortions is thereut total demand
dimensional orthogonal space. The latter can either betimgtawith the distortion (TDD). The difference withtyp is that the nominal peak output
angular speedy, (referred to as thég-plane), or be stationary, i.eys = 0  current constitutes the denominator in (4). The main beonéffuch a metric
(referred to as thex-plane). For mapping to thég-plane the transformation is that the current TDD does not approach infinity when thed&mental
Eag = K(0)Eaper With £ = [€4 &q)T and ¢ being the angle between the componenti, ; is zero. However, when operation at nominal conditions is
d- and thea-axis, is performed. When the mapping is done todfteplane, considered—as in the cases considered in this paper—thentufrHD and
the transformation is of the form, 5 = K(0)€,;,., With £,5 = [€a £5]7.  TDD are the same.



This metric quantifies the product of the current distorgion
and switching frequency, and thus the quality of the control
and modulation scheme in questiary; being approximately
constant defines a hyperbolic trade-off betwégib and fsy.
Therefore, a lowerc; implies a higher performing control
method at steady-state operation.

Horizon

C. FCS-MPC Problem

Consider the sequence of manipulated variables over a finit
horizon of N, € N* time steps

T . .
U(k) _ [uT(k) uT(k + 1) uT(k + Np - 1) €U, (a) Horizon at time stef
(7)
where U = U™». With U(k) and the present state(k)
the future behavior of the power electronic system can b
predicted over the prediction horizon with the help of (1)
(or (3)).
The control objectives are quantified and mapped int
a non-negative scalar value via the objective function
J : R x U — R*, which is of the form

Horizon

k+N,—1

J(k),URK) = > JH(x(+1)u0). (@
=k

E k+1k+2 E+N,+1
The stage cost/’(x) is commonly based either on thg-
norm or the ¢>-norm. Consider then-dimensional vector

E=[5 & ... §n]T The ¢1-norm is defined as Fig. 2: Receding horizon policy for a six-step predictiorribon (N, = 6).
For simplicity, a single-input single-output (SISO) systés assumed. The
predicted output and output reference trajectories aretddnwith Y (k) =

(b) Horizon at time steg + 1

€1 = €]+ [€a| + .. + [&nl, ly(k+1) ... y(k+Np)|T and Y rer(k) = [yrer(k+1) ... yrer(k+Np)|T,
respectively.
where| x| denotes the absolute value of a scalar quantity. The
squared/s-norm is given as D. Integer Optimization Problem
5 5 o 5 T Based on the objective function (8), the system model (1),
lElz=&+&+... +& =€ €. the (integer) input constraint (2), and (optional) explitate

i constraints of the forme(k) € X C R"=, the integer
Because the control problem is formulated as a referen

tracking problem [9], the output variables must track their (98t|m|zat|on problem is formulated as

referencesy,.;. This is captured by the stage cost milr}i(r]gize J(x(k),U(k))
TH@ (1), u(0) = g+ 1) —y(E+ DB+ A Au(r)y,  Sublectto @(t+1) = f(2(0).u(®)
©) y(l+1)=g(z(¢+ 1)) (10)
with p € {1,2}. The output tracking error and the control ull) el
effort are penalized at each time step. Note that the diffeze x(l+1)€X Vl=k,....k+N,—1.

between two consecutive switch positiofs(¢) is penalized
rather than the switch position itself. This allows one tatcol
the average switching frequengy,, of the converter. Finally,
the non-negative weighting factor, € Rt adjusts the trade-
off between the two aforementioned terms.

The optimization problem (10) is often solved by using
the brute-force approach of exhaustive enumeration [8]. To
reduce the computational load, methods that rely on desticat
optimization algorithms such as branch-and-bound [244 an
non-trivial prediction horizon formulations [25] shoulde b
considered. The solution of (10) is the open-looptimal

4An alternative form of the objective function is . .
sequence of manipulated variables

k+Np—1 T
J(z(k), U(K) = P(z(k+ Np)) + > JH(2(0),u(0), U“(k)=|uT(k) wT(k+1) ... wT(k+N,—1)
=k (11)

where P(x) describes the cost at the terminal state. This terminal cast Out of this sequence only the first eleme_m(k) is applied .
be used to ensure closed-loop stability [1], [23]. to the converter, whereas the rest are discarded. Following
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problem (10) is solved over a horizon shifted by one time S
step using new measurements and/or estimates. This satcall 0 s ‘2’5" 2
receding horizorpolicy provides feedback to the MPC algo- fsw [kHZ]

rithm; this concept is visualized in Fig. 2. The block diagra Fig. 4: Trade-off curves for the stage cost (9) with- and ¢5-norm. The

of FCS-MPC with output reference tracking is shown in Fig. gurrent THDItp is shown for the achievable range of switching frequencies
sw- The solid (blue) and dashed (red) lines are polynomial @pprations

The optimization prOblem_ in (10) s_imp_lifies significantl of the individual simulation results. The individual siratibns are indicated
when adopting the/s-norm in the objective function (8), by squares and circles for current FCS-MPC based orf thend ¢>-norm,

considering the linear discrete-time model (3) and remgvirespectively.
the constraints by settinge € R® and x € R"=. The
optimization problem is then a convex quadratic program)(QRlosed-loop (practical) stability of the system is guaran-
with linear equality constraints. Its so-callethconstrained teed [43]. On the other hand, thig-norm can result in a
solution performance deterioration as well as closed-loop instgbil
T rovided that)\, 0. For A, = 0, stability issues do not
Uundl(k) = {“uTnc(k) windk+1) o wdn(k + N — 1)J grise, but settingfhe penalty on the contr)/ol effort to zeyo i
_not recommended, as will be explained in Section IV.
€. Besides the stability issues incurred by the use offthe
VJ (x(k),U(k)) =0, (13) hormin (9), alimited range of switching frequencies as &sll
performance degradation are among the direct consequences
where the components d¥.J(x) € R*"» are the partial of such a design choice. To show this consider a two-

can be found by setting the gradient of (8) equal to zerg,

derivatives ofJ () level inverter driving an IM (this case study is presented in
6J(m(k) U(k)) Appendix A). Let FCS-MPC control the stator current.s
VI(z(k),U(k)), = ——F"—>,i=1,...,3N,. of the system, i.e.y = i5.,5. We set the sampling interval

' Oui(k) to T, = 5 us. The stator current THDryp, is plotted versus
The unconstrained solution (12) will be utilized in severghe average device switching frequengy, in Fig. 4.

ways later in this paper. When thels-norm is used and,, is varied betweer and
0.025, a wide range of switching frequencies is achieved. The
IIl. TRACKING ERROR highest switching frequency occurs for, = 0 and, thus,

rg?pends only on the chosen sampling interval. The lowest

This section is dedicated to the design of the tracking er : o L2
&ossmle switching frequency occurs in six-step operation

term (9) in the objective function. In the sequel, the most . .
common pitfall—namely a poorly chosen norm—is discussea:,:h'ez;.a t?.'s’ ‘;VE Stel\“ . 8‘02% on tt;e other h?nt;d_l,.twhen
which can lead to suboptimal performance or even inst;tbilitlt € objective function 1S based on tie-norm, Stability 1S

Moreover, tuning guidelines are provided that can imprdm.t;etfoSt Whe_n /\“_ e;;]ceeds()t.0163._b(l)peratlon st low SW'Ehmg F
system performance. requencies is, thus, not possible, as can be seen in Figr4.

a detailed discussion of these findings, the interestecerdad
referred to [42].
A. Choice of Norm Thanks to Parseval’s identity thlg-norm of a signal corre-
The computation of the stage cost (9) is computationalponds to its energy [44]. In the context of power electrsnic
cheaper when thé,-norm—instead of thé,-norm—is used. the ¢;-norm of a ripple variable is proportional to its THD,
Therefore, from a computational perspective, the adoption see [22, Appendix A]. Therefore, minimizing the output kac
the ¢;-norm in FCS-MPC seems to be preferable, particularlfg errory,;—y is akin to minimizing the THD of the output
in light of the fact that the MPC algorithm has to be executedriablesy. This implies that better tracking performance is
in real time within a few tens of microseconds. As a resu, ttachieved when thé,-norm is used in (9). This can be seen
MPC problem is often based on tidg-norm in the literature, in Fig. 4, where for the shown range of achievable switching
see, e.g., [8], [26]-[41]. frequencies, the performance of FCS-MPC based or¢the
Focusing on this issue, a detailed analysis of the choicertdrm is equal to or worse than that of FCS-MPC with the
norm in FCS-MPC is presented in [42]. Therein, it is showfz-norm. This observation leads to the first guideline.

that when the/s-norm is used in (9), i.e.,

9 5 5For the definition of practical stability the reader is reéerto [23, Section
JT ((C+1),u(0)) = ||Yyres(€+1)—y(L+1)[|53+ A |Aw(f)||3, 1] and references therein.



Design guideline 1.The stage cost should be based on the

. . . ) 10
£s-norm by setting = 2 in (9). By doing so, practical closed-
loop stability, favorable tracking performance and comgpar gl , , ,
tively low distortions are ensured.
S 1

B. Algebraic Tuning Guidelines E al Sg,ﬁi?&‘ |

The output current of the converter, regardless of whether /
it is fed into the grid, an electrical machine, or any other 2t 8
load, should have as low a THD as possible. To this aim, the ~|Terguefflux
§tra|ghtforward app_roach is to directly contrql it, _|.e1,def|ne % 5 10 15 20 25 30
it as an output variablgy so as to regulate it with the help fsw [KHZ]

of (9) along its referencg,.. Within the family of FCS-MPC  Fig. 5: Trade-off between current THBwp and switching frequencysw for
methods, current FCS-MPC minimizes the current THD for &rent FCS-MPC (solid, blue line), and torque/flux FCS-Mflashed, red

. P . line). The individual simulations are shown as squaresrécircontrol), and
given switching frequency, as shown in [22]. circles (torque/flux control).

Nevertheless, for grid-connected converters, it is samegi
preferable to directly control the real and reactive powe
Similarly for electrical machines, the electromagnetigte = : ] ] )
and the stator flux magnitude are of prime interest and oftenD€@dbeat control is a control technique that aims to elim-
defined as output variables. This implies that a Weightidjgate the tracking error at the end of the sampling interval
factor is required that sets the relative importance betwee s Provided that the system is one-step reachable 6{5_0].
two output variables. When controlling the real and reactivi NiS iS achieved bg/ comgputm_g the appropriate modulating
power, the penalty on the corresponding two error trackirﬁ_dﬁ”al ugp € [—1,1]° € R* which is fed into a modulator.
terms should be equal [27], [45], [46]; a related discussiam erefore, deadbeat controllers show fast dynamic regsons
be found in [14, Section 11.3.3] for model predictive diredtut @lso poor robustness to model mismatches and parameter
power control. Heuristically tuning the weighting factarf Uncertainties [51], [52]. _
torque and flux control, or simply assigning the same weight or A« = 0, FCS-MPC resembles the behavior of dead-
to the two objective function terms, as done, e.g., in [447]] beat control, as explained in the following. '_I'h!s hold§ trug
[48], is a questionable practice. In general, the currenpTH€gardless of whether a short or a long prediction horizon is
and, thus, the closed-loop performance deteriorates. used. )

As shown in [22], a closed-form expression for the weight- 1) Oneé-Step FCS-MPC:As can also be seen in [12,
ing factor in model predictive torque and flux control can b&aPle Ill], the most common implementation of FCS-MPC
derived. This is done by designing the objective function &Onsiders a one-step prediction horizal,(= 1), and the
the problem in question such that its level sets are simil§f2ge cost does not include the control effort tefm (or
to those of the current control problem. As a result, tHgduivalentlyA, = 0), see, e.g., [8], [27]-[32], [34]-[41], [47],
flux/torque controller produces vesymilar current distortions [231-[55]- With such a design, the objective function siifigs
per switching frequency to those of the predictive curreff
conf[roller. Going one step further, the flux/torqge corrol J(®(k),u(k)) = [lyrer(k + 1) — y(k + 1)|2, (14)
achieves thesame current THD as the predictive current
controller when replacing the stator flux by the rotor flux ivhere only the,-norm is considered for the reasons explained
the objective function (of the flux/torque controller) [49]  in Section IlI-A.

_ Consider again the two-level inverter drive system desdibTheorem 1. Consider a three-phase power electronic system
in Appendix A, and assume operation at nominal speed agéscribed by the linear state-space mo(@| One-step FCS-

equivalence between the two control methods. quantized deadbeat controller.

Similarity with Deadbeat Control

Design guideline 2.To achieve similar current distortions for pyoof. The proof is provided in [56, Section 3]. m
current FCS-MPC and torque/flux FCS-MPC, the weighting )
factor introduced in the output tracking error ter(d) of the  In other words, according to Theorem 1, the deadbeat

latter can be set based on an analytical expression. TursngS!ution ugs is the same as thenconstrained(i.e., relaxed)
avoided. solution u,nc Of the optimization problem (10), see (12).

With one-step FCS-MPC, however,n. cannot be synthesized

by a subsequent PWM stage because the switch positions

are directly manipulated. Therefore, the concept of deaidbe
The effect of the control effort weighting factor, on the control is extended; the solution of the FCS-MPC problem is

system performance is analyzed in this section. Two cages ar

examined, i.e.\, = 0 and )\, > 0. The relevant performance 6This is the case for first-order systems without input camsts. For

b fit ' | |:th f v di d d desi ml.systems of ordef > 1, reachability can be achieved #time steps. Without
enermts, or fac ereol, are discussed, an esign gu loss of generality, the concepts discussed hereafter caiirbetly extended

are proposed. and applied to such systems as well.

IV. PENALTY ON THE CONTROL EFFORT



. . L TABLE [: Current THD Ityp of a two-level drive system (see Appendix A)
the three-phase switch positian that minimizes the track- e, operated either ghw ~ 2.3kHz or at foy ~ 25.75 kHz.

ing error at the next time step, regardless of the switching

effort. As a consequence, MPC with objective function (14) | control Control fow | Itrip
. . . scheme settings [kHZz] [%]
can be interpreted as a quantized deadbeat control te@hniqu
S . . L SVM T. = 434.78 us 5.99
which inherits the corresponding performance charatiesis
ioned at the beainni £ thi . MPC N,=1,A=0,Ts=50pus | 23 | 6.04
as mentioned at the beginning of this section. MPC N, =10, Ay = 0, T = 50 s 6.04
2) Multistep FCS-MPC: Although, as will be analyzed SUM T, — 3884 s 0.56
in Section VI, long prediction horizons offer performance MPC Npy=1A=0Ts=5pus | 2575 | 0.62
benefits, a common belief in the power electronic community MPC N, =10, Ay =0, Ts = 5 us 0.62

is that they are not necessary. This misconception stems fro
the poor formulation of the MPC problem, i.e., the lack of

the control effort penalization. Thereby, for long-horizecs- Design guideline 3. The control effort in FCS-MPC must
MPC with N, > 1 and A, = 0, the function to be minimized always be penalized to ensure acceptable current distastio

is of the form per switching frequency.

k+Np—1 As will be explained in Section V, a high sampling-to-

J(x(k), UK) = Y lye(€+1)—y(+1)]3. (15) switching-frequency ratio is required to ensure an actdpta
=k steady-state performance. To enable a high ratio, the aontr
MPC with (15), nonetheless, resembles a deadbeat comIrolféfort must be penalized with the aim to reduce the switching
as stated in the following theorem. frequency. Lowering the switching frequency by increasing

the sampling interval, however, leads to a low sampling-to-
Theorem 2. Consider a three-phase power electronic systeBlitching-frequency ratio and, thus, to rather high curren
described by the linear state-space mo(@l Multistep FCS-  gistortions per switching frequency. FCS-MPC then also re-
MPC without penalization of the control effort (see funcsembles deadbeat control, which is characterized by a high
tion (15)) is a quantized deadbeat controller. sensitivity to measurement and observer noise.

Proof. The proof is provided in Appendix C. |

Therefore, long-horizon FCS-MPC with the objective funcB- Tuning of the Weighting Factor on the Control Effort

tion (15) cannot improve the system performance as comparecthe objective function (8) comprises two competing scalar
with one-step horizon MPC with function (14) because boffarms that are to be minimized. To prioritize among the two
methods produce exactly the same control actions. terms, the weighing factoh, is introduced; this parameter

3) Performance: The similarity between FCS-MPC withneeds to be tuned such that the desired performance is

Ay = 0 and quantized deadbeat control implies that the feachieved. The standard practice is to tune the weightintgifac
tures that characterize the latter control method are it@ter manually.

by the former. This means that FCS-MPC shows favorablemore generally, the optimization problem (10) is, by def-

dynamic operation, but inferior steady-state performawe- jnition, a multi-criterion optimization problem with traeoff
pared with conventional modulation techniques. curves or surfaces [58, Section 4.7]. It is common practice t
More specifically, owing to the lack of the control effortexplore the so-called Pareto optimal points, i.e., theasiliie
penalization, the switching frequency in FCS-MPC is liitepoints that are “better” from an optimization perspectivart
only by the chosen sampling interva). Although the theoreti- 3| other feasible points. Owing to the non-convex nature
cal maximum switching frequency is equalfg, = fs/2, with  of the integer optimization problem, however, the trade-of
fs = 1/Ts being the sampling frequency, empirical studiesyrfaces are not monotonic, see also Figs. 4 and 5. Because of
show that it is less tharf,/4 [13, Chapter 4]; this is also that, the tuning process becomes more difficult; this fact wa
implied by Fig. 4, for which we havésy ~ f;/7.7. also pointed out in [59], wherein a first discussion on how
When operating the converter at the highest possible switg§ empirically design such parameters was presented. Some

ing frequency (withA, = 0), FCS-MPC does not outper-more laborious ways to choose the weights have been recently
form conventional methods, such as space vector modulatigjyposed, see, e.g., [60], [61].

(SVM) [57]. This is shown in Table |, where a comparison
between one-step FCS-MPC, multistep FCS-MPC, and SVM _
is presented. We consider again current control of the twl- Alternative Approaches

level drive system in Appendix A. A switching frequency To avoid the difficulties discussed above, a promising ap-
of fsw ~ 2.3kHz results when setting the sampling intervabroach was recently proposed in [62]. The minimization ef th
to T, = 50us, regardless of the length of the predictioRveighted control effort is replaced by a new term that peeali
horizon. Clearly, the current distortions are also the sé&me the predicted deviation of the switching frequency from its

the one-step and the multistep FCS-MPC. To achieve the safgrrence. More specifically, the stage cost (9) is rewritts
switching frequency for SVM, the modulation cycle is chosen

asT, — 434.78 us. Note that its current distortions are slightly /' (#(€ + 1), u(£)) = ||yref( + 1) — y(€ + 1)]|%
lower. A similar result is obtained at the switching freqogn + M| fowref(0 + 1) — fsw(f +1)|12;
fsw = 25.75kHz, see Table I. p(16)



the switching effort termj Au(¢)||? is replaced with the track-
ing term || fswre + 1) — fow(l + 1)|[5. This term introduces
the desired operating switching frequengy, s as well as the ir L A S (.
predicted switching frequencyfs,. With regard to the latter, :

a filter can be used to capture the switching frequeligy : :
as defined in (5). To this aim, e.g., a second-order infinite : :
impulse response (IIR) filter was proposed in [62]. Depegdin : :
on the state of this filter and the switching sequebidé), the : ' :

approximate switching frequency over the prediction hmmiz R S S : et LRSS
can be predicted.

To avoid the tuning of the control effort altogether, one can T T
formulate an MPC problem in which the switching frequency Time step
is fixed and directly defined by the chosen sampling interval (@) fs/fsw = 10

Ts. This can be done by choosing the number of possible
switching transitions within a given time interval. Stagi
with [63], several related methods have been proposed, se 1t 000000000808, o enon0es, o
e.g., [64]-[72]. The objective function is simplified, thus : : : :
allowing the controller to focus only on the tracking of the
output referencey,o;. This significantly simplifies the tuning -
procedure. However, because these problem formulations d
not meet the problem definition in (10), they differ from FCS-
MPC methods and are, thus, out of the scope of this paper.

Design guideline 4.The weighting factors in multi-criterion ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
optimization problems such §%0) are most commonly tuned k k + 20 k+40 ke + 60 ke + 80 k+100
by exploring the associated trade-off surfaces. This renthe Time step

tuning procedure cumbersome. To avoid this, one could fix the (b) fs/ fow ~ 100

switching frequency while FCS-MPC focuses on minimizigy e single-phase switching sequence for switching teemy at about

the tracking error. 500 Hz. The sampling frequency is (akHz, and (b)50 kHz. The individual
samples are shown as rhombi. The time window correspon@shis.

V. SAMPLING INTERVAL TABLE II: Current THD Ityp of a two-level converter when operating at
FCS-MPC restricts switching transitions to the discreteeti /> — AkHz.
instantskTs, (k4 1)Ts, . . .. This fact directly follows from the Control Control fs/fsw  ITHp
formulation of the optimization problem in (10), which lead scheme settings [%]
to a constant switch position in the intervaiT, (k + 1)T%)]. SVM fo=4kHz — 167
MPC Au =0, Ts = 35pus 714 2.06

The discretization of the time axis is required to formulate

= . —6 g =—
and solve the MPC problem in the discrete-time domain, but MPC Au=5-10"7Ts = 30ps 8.33 LT

MPC X\, =3.1-107%, Ts =20 us 12.5 1.75

the restriction of switching to discrete-time steps is weido MPC  Aw=1.9-10-% T, — 10 us o5 L59
FCS-MPC. MPC Ay =1.2-107%, Ts = 5pus 50 1.56

A key metric is the ratio between the sampling frequency MPC Ay =6.5-1075, Ty = 2.5us | 100 151
and the switching frequency. This ratio defines gin@nularity MPC Ay =2.7-107°, Ty = 1 pus 250 1.47
of switching More specifically, a low sampling-to-switching- MPC A\, =7-10"5, 7T, =025us | 1000  1.47

frequency ratio unduly restricts the switching instant&61S-

MPC to a coarsely sampled time axis. This is illustrated in

Fig. 6(a), which shows a single-phase switching sequerﬂerp to 250 Hz to achieve the desired steady-state behavior

for the low sampling-to-switching-frequency ratio vf. On s well as a superior dynamic performance [80].

the other hand, a high sampling-to-switching-frequendipra  To confirm this rule of thumb, consider a two-level converter

allows FCS-MPC to switch at approximately any moment iwith an active RL load operating at rated power. One-step

time, and, thus, effectively in the continuous-time domaigurrent FCS-MPC is used with various sampling intervalg Th

This results in a fine granularity of switching. Fig. 6(b) also penalty on switching),,, is adjusted accordingly to achieve

a switching sequence for the high sampling-to-switching- switching frequency of kHz. The results are summarized

frequency ratio ofL00. in Table Il, where SVM is used as a baseline using the same
As a rule of thumb, the sampling frequengy should Switching frequency.

be about two orders of magnitude higher than the switchingThe table indicates that a sampling-to-switching-freaguen

frequency fsw [62], [73]-[78]. Such a high ratio is requiredratio of at least20 is required to outperform SVM. Ratios in

for all direct control techniques. Industrial drives cafied excess of0 can further improve the steady-state performance,

by direct torque control (DTC) [79], e.g., require a samglinalthough less significantly. The table also confirms thatragt

frequency of40 kHz when operating at switching frequencieshe penalty on switching to zero and using the sampling



Hence, (10) can quickly become computationally intracabl
’ as the length of the horizon increases.
A\ , ; A common practice to keep the computational complexity
\ SYM at bay is to choose as short a prediction horizon as possible;
MPC with i in almost all casesN, = 1 is selected [10]. However, it is
well-known that a long prediction horizon can improve the
. closed-loop stability margin as well as the plant perforosan
/ T g in MPC [85]. In the case of FCS-MPC with reference tracking

51 MPC. with e for power electronics this was confirmed in [86]. Therefore,
' a trade-off between control performance and computational
0 025 05 075 1 125 15 175 2 225 25 complexity arises. In the sequel of this section the benefits

fsw [kHZ] of long horizons are examined for a first- and a third-order

Fig. 7: Trade-off between current THDrp and switching frequencyfsw ~ System.

for FCS-MPC withTs = 50 us (solid, blue line), FCS-MPC witll’s =

5 us (dashed, red line), and SVM (dash-dotted, black line). ifldéidual

simulations are shown as squares (MPC with = 50 us), circles (MPC A First-Order System
with T = 5 us), and asterisks (SVM).

25

20r

15+

Ityp [%]

0

The effect of the longer horizon on the system performance

int | wni ter t tth itching f is shown in Fig. 8 for the two-level drive system (see Ap-
interval as a tuning parameter 1o set the switching Irequient, , 4, A). The sampling interval is setTQ = 5 us. As can be

'S a poor design choice, leading to_ ’T‘“Ch higher curre Bserved, long-horizon FCS-MPC outperforms one-step MPC
distortions than SVM. Even though this is common practic§, . ihe whole range of the shown switching frequencies.

see, e.g., [8], [27], [31], [34]-[41], [47]. [53], [54]. [§2[83]. | oy horizons are particularly beneficial for switching -fre

it is not recommended. guencies belowt kHz, see Fig. 8(b). The relatiienprovement

The benefit of high sampling-to-switching-frequency I'S.tiOin the current THD

can also be observed in Fig. 7. Considering the two-level
Ityp|N,=10 — ITHD| N, =1

drive system of Appendix A, the performance of one-step THD rel = 7

current FCS-MPC in terms of current distortions is depicted ' Ithp| N, =1

for T, = 5ps and50 us. When_low switching frequencies eaks at approximately 12% for the switching frequency
are desired then both sampling intervals perform equally w w — B500Hz. This is a notable, but relatively modest

because th_e ratig;/ fow is high. However, as the SWitChin‘-;]joen‘ormance improvement. Larger gains of ab2f; can be

frc_aquency increases, the current THD produced by MP{iniaved for three-level converters, see [86].

VI\\/IIIIchCthe' r:or;]g simplmg '”It.e“"?" bec?meﬁ WOLSG thanl_that 9 The absence of a considerable performance benefit is due to
) hv_wt ft e short Sa”ﬁpf'”l? n;telrva, when the sampling-tqp, o simplicity of the chosen system. The transfer functiomf

switching-frequency ratio falls belows. the switch position (i.e., the manipulated variable) togh&put

Design guideline 5.To ensure a fine granularity of switchingcurrent (i.e., the controlled variable) is a first-orderteys, one

in FCS-MPC, the sampling frequency should be two orders ibf €ach axis of the stationary orthogonal coordinate system
magnitude higher than the switching frequency (and a pgnaltirst-order systems, are, in general, easy to control, hogl t
on the switching transitions should be imposed to achiege tiore sophisticated and complex control methods—such as
desired the switching frequency). long-horizon MPC—provide only minor performance benefits.

To achieve high sampling frequencies, control platfornidesign guideline 6.For first-order systems, long horizons
based on field-programmable gate array (FPGA) are welffer modest performance benefits over a limited range of
suited, because operations can be highly pipelined and-pagperating points and switching frequencies. Thereforeharts
lelized [62], [84]. Alternatively, discrete-time controiethods horizon typically suffices.
should be considered that facilitate switching at any mdmen
in time within the sampling interval. Two examples for this Third-Order System

include [16] and [71], but more research effort is required : )
[16] [71] d hWhen higher-order systems, such as converters With

to develop MPC methods for converters operating at hig0 ) o :
switching frequencies. r LCL _f||ters, are the targeted applications, long horizons
strongly impact the closed-loop performance [87]. Due ® th
more complex dynamics of such systems, a long prediction
VI. LENGTH OF THEPREDICTION HORIZON horizon enables the controller to make better educated deci
It is a common misconception that solving the integer optsions because the evolution of the system state is computed
mization problem (10) is numerically easy and that it can l®ver a longer time interval into the future.
done in a straightforward manner with exhaustive enunmrati  This performance boost is also visible in Fig. 9. A third-
Indeed, problem (10) underlying MPC is inherently difficiat order system is considered, namely the aforementioned two-
solve as it is known to be NP-hard. This means that its comgdaevel drive system with ai.C filter and a resonance frequency
tational complexity increases exponentially with the disien of 830 Hz, see Appendix B. The sampling interval 13 =
of the optimization vector, i.e., the switching sequeitg:). 25 us. Extending the prediction horizon from one2o steps
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Ithp and switching frequencysw for FCS-MPC with N, = 1 (solid, blue - )

line), FCS-MPC withN, — 10 (dashed, red line), and SVM (dash-dotted, _ Prediction horizonV,, - _

black line). The individual simulations are shown as sqsi@k&PC with v, =  Fig. 10: Stator current THDwp of a third-order drive system as a function of

1), circles (MPC withN,, = 10), and asterisks (SVM). the prediction horizonV,, at a switching frequency ofsw ~ 3 kHz. Individual
simulations are shown as circles.

reduces the stator current THD by more tHei% over the

whole range of the depicted switching frequencies. unknowingly—have a detrimental effect on the system perfor
This can also be observed in Fig. 10, which depicts thHBance because they impact optimality. This section focuses

stator current THD as a function of the prediction horizofn such methods and discusses the introduced suboptimality

length for the fixed switching frequency 8kHz. The current

THD decreases considerably up to thestep horizon, after

which the rate is significantly lower. The proverbkaleeof the A. Simplified Objective Function

fitted curveindicatesagood compromis_g between perforenancAS discussed in Section IV, problem (10) is a multi-

and controller complexity. For the specific case study.sizp- criterion optimization problem with multiple terms in the

FCS'MtP? pr(I)V|des Ia %OOd performance at a relatively IOE‘)\bjective function. Weighting factors are required to $eirt
computational complexity. relative importance in the objective function [58]. To aloi

Design guideline 7.For higher-order systems, long horizonghe tuning procedure, a simplified FCS-MPC approach is to
offer significant performance benefits over one-step FC&nsider multiple objective functions, each with a singlent.
MPC. Even a relatively short prediction horizon can conside Subsequently, the single-objective functions are mingaiz
ably improve the performance, and should, thus, be adoptestparately one after another, i.e., iseguential manneisee,
e.g., [93], [94]. Eliminating the weighting factors in sueh
VIl. SUBOPTIMAL MPC way, nevertheless, removes degrees of freedom that can be

To facilitate the implementation of FCS-MPC algorithms‘?xpIOitecj to improve the performance. This will be explaine

researchers resort to strategies that simplify the opétitn with the following example.

problem at hand by either reformulating the objective fiolGt  Example 1. Consider one-step FCS-MPC to control the
or by restricting the feasible sef24], [38], [75], [88]- torque 7. and stator flux magnitudel, of an induction
[92]. However, there are cases where such methods—ofi@achine. By neglecting the control effort term, objectivect
A feasible set is a set of all feasible points of an optimaatproblem [58, tion (8) S|mpI|f|es to

Section 4.1]. In the context of FCS-MPC for power electrenfeasible points
are the switch positions. € U that meet the constraints in (10). J(x(k),u(k)) = Ardr + (1 — M) Jw, a7)



where

15y
2 't

Jr = (Tere(k +1) = To(k + 1)), (182) 1,54 |

Ju = (Vgpet(k+1) = Uy(k +1))°, (18b) 0l |
and Ay € [0,1]. As shown in [22],J7 can be written as E 75l Sukﬂolggmal |

* 2 5

Jr =cp (d’sq(k + 1) - wsq(l{ =+ 1)) ) (19) - 5t R
wherec,, is a machine-dependent constant parameter. We alsc 25 ti/maI 1
define¥, = [|1,||2- 0 s T —

The level sets ofi are straight lines parallel to the rotor % 5 10 15 20 25 30

flux vectory,, see [22, Fig. 3(a)]. The level sets df, are fsu [kHZ]

. P ; Fig. 11: Trade-off between current THGwp and switching frequencyfsw
concentric circles centered at the orgin of the CarteSIan’ for suboptimal (solid, blue line), and optimal (dashed, lieé) torque/flux

see [22, Fig. 3(b)]. This implies that the two level sets an¢ NFcs-MPC. The individual simulations are shown as squardsfstimal FCS-
orthogonal to each other, and that the minimization of the twMPC), and circles (optimal FCS-MPC).
terms in the objective function is coupled.

As discussed in Section IlI-B\r can be chosen alge- (i.e., quantize) the unconstrained solutiagn.(k) (see Sec-
braically so as to combine the aforementioned level sets tain IV-A). This means that the entries @f.(k) are rounded
the individual terms in a way that achieves a favorable systecomponentwise to the nearest integet/oee, e.g., [86], [95].
performance, see [49, Section V]. In doing so, both terms c&fence, the applied switch positianng(k) is
be simultaneously minimized in an optimal manner.

In [93], however, it is proposed to split the objective wma(k) = [ttunc(k)] - (20)
function (17) into its two termsJr and Jg, and to minimize By doing so, however, suboptimal solutions are occasignall
them sequentially so as to avoid the tuning procedure. Inimplemented because the optimal and quantized solutions do
first step, two three-phase switch positions are computatl tmot always coincide, i.e.u*(k) # wumg(k). This will be
achieve the lowest value dfr in (18a) In a second step, the exemplified in the following example.

switch position that minimizegy in (18b)is determined and :?I%xample 2. Consider a two-level converter system of the

applied to the converter. When doing so, only the previou N (3) and FCS-MPC(10) with N, — 1. Assume that at

computed two switch posmqns are considéred . .. some instance of the problem the unconstrained solution is
This turns the two-dimensional MPC problem with objective

function (17) into a sequence of two one—dimensi_onal prob- wanc(k) = {0.2416 0.3401 0.0985}T '
lems; the flux vector is first controlled along theaxis, and,
following, along thed-axis. As can be understood, this limitsThis is depicted in Fig. 12(a) in theb-plan€ along with pos-
the controllability of the torque and machine magnetizatiosible integer solutions. Rounding the unconstrained smhut
and can thus lead to suboptimal performance. Urnq yields

The suboptimality of this method is verified in Fig. 11 wma(k) = {1 . 1}T,
for the two-level drive system in Appendix A. The optimal
flux/torque FCS-MPC discussed in Section I1I-B is comparaehich is also shown in Fig. 12(a). To examine whether
with the aforementioned suboptimal approach. As can be,se8ite quantized unconstrained solution is the solution to the
when the torque and flux terms are minimized sequentiafiptimization problem(10) it is recommended to revisit the
significantly higher current distortions result over the aldr problem and examine it from a different perspective. As show
range of switching frequencies. Note that since the setalenin [24], function (8) can be written as
approach does not consider a control effort term, the sviritgh _ -~ 2
frequency is varied by changing the sampling inter¥al J(w(k)’u(k)) = IV etuncl(k) = V(b (21)

. . _ . ... where the so-called generator matriX generates the (trun-
Design guideline 8.The weighting factors in multi-criterion cated) lattice

MPC add degrees of freedom that ensure operation at the .

optimal trade-off surface, and are thus vital. By adjusting LV) = {Zw'”' lwi € {~1 1}}
these weights, i.e., by assigning different priorities amthe e ’ '
objective function terms, all objectives can be simultarso =t

met and optimality is guaranteed. Minimizing (21) can be interpreted as finding the three-phase

switch positionu (i.e., lattice point) closest (in the Euclidean
sense) to the unconstrained solutiag,.. Assuming

14.45 0 0
V =|-707 1595 0 |- 1073,

—0.09 —-0.09 16.32

B. Direct Rounding
The straightforward method to keep the computational
cost of the optimization process to a minimum is to round

8This method can be extended to different objectives, semuehobjective
functions, and numbers of options to be evaluated, see[84]., 9The c-axis is not depicted to simplify the visualization.
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Fig. 12: Visualization of the FCS-MPC problem wiffi, = 1 in the (a) originalab-plane (thec-axis is not shown), (byb-plane transformed by the generator
matrix V', and (c)a/3-plane, assuming a two-level converter. In (a) and (b), theoostrained solution is shown as the solid red circle, thmded solution
as the black solid circle, the optimal solution as the gredid <ircle, and the remaining integer candidate soluti¢ires, the three-phase switch positions
wui, i € {0,1,...7}) as circles.

C. Restricted Feasible Set

10
sl | Due to the pronounced computational cost of FCS-MPC
algorithms, methods to reduce the computational complexit
< 6l , of (10) attract the research interest [24], [38], [88], [90]
= [92]. A common approach is to limit the search space, i.e.,
£ o4t Suboptimal 8 to reduce the number of candidate solutions to be consid-
MPC ered. To this end, the unconstrained solutiag to (10)—
2 e i see (12)—is most frequently utilized along with methodshsu
O e e as branch-and-bound algorithms, or heuristics to speetiep t
% 5 10 15 20 o5 30 optimization process [96]. However, there are cases wihere t

Jsw [kHZ] adopted heuristics unintentionally exclude the optimaltian
Fig. 13: Trade-off between current THGp and switching frequencysw  * from the feasible set. As a result, a degree of suboptimality

for suboptimal MPC via direct rounding (solid, blue linehdaoptimal FCS- ._ . . .
MPC (dashed, red line). The individual simulations are sh@g squares is introduced that leads to performance deterioration.

(suboptimal MPC), and circles (optimal MPC). A popular approach is to restrict the feasible set to that
triangular sector of theys-plane wherein the unconstrained

the transformedibe-plane becomes skewed, as illustrated iolution lies [38], [40], [68], [90], [92], [97]-{99]. Assuing

Fig. 12(b) for thea- andb-axes. Because of this transformatiorf three-phase two-level inverter, the seven unique veftors
wma tUrNS out to benotthe lattice point closest tayn.. Indeed, SiX triangular sectors, as can be seen in Fig. 12(c); depend-

minimizing (21) yields ing on the location of the unconstrained veCtincq.s =
. K (0)uune, the corresponding sector and the three vectors that
u*(k) = {_1 —1 1} form it are identified.

] o o _This heuristic method greatly reduces the size of the féasib
as the solution to the optimization problem, which is thepOiset, Returning to the example of the two-level inverter, the
closest touunc. This fact can also be observed in Fig. 12(b)nymper of candidate switch positions is reduced fio¥ to

Thus, direct rounding can lead to a suboptimal performance.”- This difference—and the reduction of the computational
This is confirmed by Fig. 13, which considers one-step Fc8urden—becomes more evident as the number of the switch-
MPC for the drive system case study in Appendix A with th&d d.eV|ces of the converter increases. However, th.e .above-
sampling intervalT, = 5pus. We conclude that the integermentioned techmqut_e comes _W|th a pltfall, pecause it |s.also
solution needs to be found with a method that guarantg@®ne to suboptimality. This is explained with the follogin

optimality, such as exhaustive enumeration or a dedicat@¥@mple.

branch-and-bound method, see, e.g., the sphere decoder [Eél(ample 3. Consider the same setup and conditions as in

Design guideline 9.Direct quantization of the unconstrainedExample 2. Transformingunc = [0.2416 — 0.3401 0.0985]"
solution incurs a degree of suboptimality. Therefore, ihgd  into the aS-plane gives
not be used in lieu of more sophisticated algorithms that

uarantee optimality. T
g el tuncas (k) = K (O)uunc(h) = [0.2416 ~0.2532]



the problem formulation (10) of standard FCS-MPC, see,
e.g., [63]-[67], [69]-[71], [LO1]-[104]; see also the dission
in Section IV-C.
The literature on FCS-MPC mostly considers two-level
] converters operating in the kHz range [8], [27], [41], [45],
[47], [48], [53], [81], [82], [105], [106]. At such high swih-
] ing frequencies, the benefit of FCS-MPC over established
modulator-based methods (such as SVM) remains unclear.
This observation is also highlighted in Fig. 7 and Table II;
a very small sampling interval’; is required to outperform
10 20 30 40 50 60 70 80 90 100 SVM at relatively high switching frequencies. Hence, such
Harmonic order a small T, combined with the—generally demanding and
Fig. 14: Current harmonic limits at the PCC based on the IEE¥ $jandard complicated—enumeration strategy, poses an implementati
for a short-circuit ratio ofksc = 20.
challenge.
Given the above pitfalls and challenges of FCS-MPC, one
As shown in Fig. 12(C)tuncas is located within Secto, remedy is to consider indirect MPC, which uses a modulator
thus the vectors and offers several advantages. First, the power converteg-i
erated at a constant switching frequency. Moreover, déterm

iPCC, n [%]

o = N w B [$)] (2] ~ ©
L

o

op = K(0)[-1 -1 —-1]7, i . .

"0,af O] T] istic harmonic spectra result. The harmonic components are
u1ap = K(O)1 -1 —1]", limited to non-triplen odd integer multiples of the fundamted
ugap = K(0)[1 -1 1]7, and frequency, provided that the carrier frequency is threeesim
Ur.ap = K(0)[1 11]7 an odd integer multiple of the fundamental frequency. Fynal

the optimization problem underlying indirect MPC can betcas
are the vectors (switch positions) to be evaluated. Not¢ thas a QP, which is computationally relatively straightforsva
urng IS among the candidate solutions. to solve [58] in real time with existing solvers, see, e.g.,
However, as shown in Example 2, the optimal solution [$9], [107]-[109]. This research direction is steadily mjag
u*(k) = [-1 —1 1]T. This switch position was excluded fromattention [110]-[112]. If constraints on state variablas de
the restricted feasible set, hence a suboptimal switchtiposi neglected, the linear quadratic regulator (LQR) might prov
is to be applied to the converter. an interesting alternative [113], [114].

Design guideline 10.Restrictions on the feasible set of théesign guideline 11.FCS-MPC in its current form is not
considered switch positions have to be implemented wihitable for grid-connected converters and when operating
caution and only after careful analysis of the problem atdhanhigh switching frequencies.

Otherwise, FCS-MPC may deliver suboptimal results thalt wil

affect the system performance accordingly. IX. CONCLUSIONS

FCS-MPC is a promising and versatile predictive control
VIIl. PERFORMANCEASSESSMENT method. It is particularly suitable for complex power eteaic

FCS-MPC performs the control and modulation tasks in of¢Stems operating at their physical limits. However, comlyo
computational stage, see Fig. 3. Consequently, a subsEqLHaSr‘?d design simplifications limit its performance potdntia
modulation stage is not required. The lack thereof and tH terms of current distortions per switching frequencys th
FCS-MPC problem formulation (10) not imposing a periodiBrohibits the adoption of FCS-MPC by industry. The main
switching pattern imply non-deterministic harmonic spect factors that affect the performance of FCS-MPC were andlyze
This is usually not an issue for inverters driving electricatnd discussed in this paper, including the weighting factor
machines; for drives, the current THD is the main perforneanéhe sampling interval, and the length of the prediction ani
metric because it relates to the harmonic machine losses. ~Several common misconceptions about FCS-MPC were

For grid-connected converters, however, FCS-MPC in tidentified, clarified and discussed. A number of design guide
form (10) is not suitable. The reason is that such applioatiolines were provided. When following them and carefully de-
have to meet grid codes that limit the amplitudes of théigning FCS-MPC algorithms, significant performance bésiefi
voltage and current harmonics injected at the point of comm&an be attained. _These beneflts were demonstrat(_ed W|th_the
coupling (PCC). One widely imposed grid code is the |EEfrst-order and thlrd-order_ drive system case s_tud|es, Iw_h|c
519 standard [100], which imposes particularly stringemits ~ are based on a two-level inverter and an induction machine.
on even harmonics, see Fig. 14.

The absence of a modulator also implies a variable switch- APPENDIXA
ing frequency. This complicates the system design and might CASE STUDY A: DRIVE SYSTEM
lead to an overly conservative choice for the output filter, Fig. 15 shows a two-level three-phase voltage source in-
cooling system, and semiconductor devices. Thereforeg ike verter with an induction machine. Its corresponding system
a need to ensure a constant, or at least deterministic,témgtc rameters are summarized in Table Ill. The three-phase Iswitc
frequency. In this direction, ongoing research aims to rexteposition u is restricted to the sa = {—1,1}3. Using the



TABLE Ill: Rated values and parameters of the drive system

Rated values I Parameters
Induction Motor
\oltage 400V Stator resistanceR) 2.7 (0.0514 p.u.)
Current 4.4A Rotor resistanceX;) 2.4 (0.0457 p.u.)
Apparent power 3.048 kVA Stator leakage reactancé&({,) 9.868 mH (0.0591 p.u.)
Stator frequency 50 Hz Rotor leakage reactance({,.) 11.777 mH (0.0705 p.u.)
Rotational speed 2875 rpm Mutual reactance X ) 394.704 mH (2.3625 p.u.)
Inverter
I Dc-link voltage V) 650V (1.9902 p.u.)
LC filter
Converter-side resistanc&()  0.54mQ (0.0103 - 103 p.u.)
Converter-side reactance() 1.3mH (0.0078 p.u.)
Capacitance resistancé() 0.67mQ (0.0127 - 103 p.u.)
Capacitance reactanc& () 30 uF (0.4947 p.u.)
The first six state variables are the controlled variables, i
= ] {é {% Y= [ii]r;v,aﬁ ”Z,aﬁ isT.,aﬁ]T € R,
Ea For a detailed derivation of the continuous-time state-
N A B g '@ space model of the system, the reader is referred to [14,
Appendix 6.A]. Note that this case study is a third-order
L20) 1 K:% K:% ; . :
2 system in each coordinate axis of thg-plane. The system
dimensions are, = 3, n, = 8, andn, = 6. The drive is

operated at nominal speed and rated torque.
The combination of thel.C' filter with the total leakage
reactanceX, of the machine gives rise to ahCL filter

Fig. 15: Two-level inverter driving an induction machine.

. structure. Neglecting the (small) ohmic resistances irfittes
5O i 1 i and stator, the resonance frequency
N B TANAA {( 1™ 1

C X J_ fres: fBﬁ ~ 830 HZ7 (22)

wp f% 1(% TIT = X2
can be obtained, wher¢gp = 50Hz is the base (rated)
Fig. 16: Two-level inverter with an outputC' filter driving an induction frequency.
motor.
APPENDIXC

stator current .5 and the rotor fluxwmﬁ in the a3-plane PROOF OFTHEOREM 2

as the state vector, we define= [is, isp Vra ¥rg]’ € R
The stator current is the system output, which we set to

— 2
Y =tsap € R i ) ) . Proof. The objective of a deadbeat controller is to elimi-
The corresponding continuous-time dynamical model c@ye the output error as quickly as possible. This implies

be easi!y der_ive(_j; see, e.g., [14, Appendix 5.A]. Using 9xa§ref(k +1) = y(k + 1) for a first-order system without input
Euler discretization, the linear state-space model (1)lt®S ., straints. Given (3), this amounts to

For this case study, the system dimensions are givem,by
3, n, = 4, andn,, = 2, according to the notation introduced y,(k+1) = Cz(k+1) = C(Az(k)+ BK(0)u(k)) . (23)
in Section II-A. Throughout this paper, the drive is opedate

at nominal speed and rated torque. Therefore, by setting..z(k) = K (0)u(k), the desired control
actionugp o5 € R? which drives the system to its reference

within one sampling intervaly is

The proof of Theorem 2 is provided hereatfter.

APPENDIX B
CASE STUDY B: DRIVE SYSTEM WITH AN LC FILTER Udbas(k) = D7 (yei(k + 1) — CAz(k)),  (24)
The drive system with th&C filter is depicted in Fig. 16, where D! is the inverse of the matri€’ B, i.e.1°
and its parameters are given in Table Ill. As with the . =
previous case study presented in Appendix A, the three- D = (CB) ‘

phase switch positioru € {—1,1}3 is the manipulated

variable. The state vector consists of the inverter current Given the assumption of one-step reachability, it is intptieatn, < n.,
. . | . d see [56, Section 3]. For current control of a typical ong-seachable three-
Zinv,a 8, Capacitor \_/O tage’c,_oicpﬂ’ stator Cugem&%ﬁi and rotor phase power electronic system, e.g., a converter conndctede grid or
flux v, ,5; we write © = [ijn, .5 vzaﬂ 508 w,,yaﬁ]T € R®.  driving an electrical machine, it holds that, = n.,.



Utilizing the assumption of a linear system, (15) can be Using (27), and (29), the unconstrained solution becomes
written as [14] -

Uungas (k)
J(@(k),U(k)) = |Yret— Ta(k) + YU (K)[5,  (25) Uungas(k + 1)
UunC(k) = .
with :
. . . T Uungap(k + Np — 1) |
Y ei(k) =
ref( ) {yref(k + 1) yref(k + 2) yref(k + Np) yref(k + 1) __ I‘lw(k)
The matrices are given by 28) 1 Yref(k +2) v f
27) : —Tox(k)|
CB ‘ 0 .0 : 2x(k) Y2
Y1 Yoo CAB CB - 0 yref(k + NP)_
R L Il : : @ (Wu Wil im| _ |\ Wur + Wiy,
CAN1B | cAN2B ... CB War Waa| |72 Wary, + Waay,
(26) _ Yo
and oA —Y 0 Yo Wiy, + X5 v,
T CA? : . : :
="' = 7 (27) According to the receding horizon policy, only the control
Iy : action that refers to time step is implemented. Thus, by

CANP considering (26), it follows that

_ -1
where0 denotes zero matrices of appropriate dimensions. The Uincas(k) = D™ (yeer(k + 1) — CAz(k)) . (30)

sequence of manipulated variables is defined indHeplane as can be observed from (24) and (30), the deadbeat solution
as is the same as the first element of the relaxed solution of FCS-

. . . T  MPC with objective function (15).
U(k) = [uaﬁ(k) wly(k+1) - uly(k+N,—1)| . =

The solutionuyncqs(k) of long-horizon FCS-MPC can be

found by utilizing (13). Given that foMd = M’ ¢ R,
c, & € R", andd € R it holds that The authors would like to thank Pablo Acufa, Sergio

Vazquez, Marco Rivera, Fengxiang Wang, Pablo Lezana, and
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T . .
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T
v (€M) (6) = 2M¢.
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