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Abstract—A model predictive control (MPC) algorithm for dc-  of the converter were approximated by a piecewise affine
dc boost converters is proposed in this paper. The proposed (PWA) model; the resulting controller regions were compgute
control scheme is implemented as a current-mode controlleTwo offline and stored in a look-up table, greatly reducing the

control loops are employed, with the inner loop being desiged - . . .
in the framework of MPC. Two different objective functions computation time required to solve the control problem in

are formulated and investigated. The control objective, . the real-time. In [21] an MPC approach based on numerical
regulation of the current to its reference, is achieved by diectly techniques was presented, and a sliding mode observer was

manipulating the switch, thus a modulator is not required. As a  designed, providing estimates of the varying voltage seurc
prediction model, a hybrid model of the converter is used, wkch and load resistor. In [22] the control problem of a full bridg

captures precisely the continuous and the discontinuous oduc- . .
tion modes. The proposed control strategy achieves very fas dc-dc converter was formulated in the context of MPC in

current regulation, while exhibiting only a modest computaional @ computationally efficient manner. Finally, a current and a
complexity. Simulation and experimental results substariite the  voltage MPC approach based on enumeration were introduced

effectiveness of the proposed approach. in [23] and in [24], respectively, where the control objees
Index Terms—Dc-dc converter, model predictive control \yare met by directly manipulating the switch.
(MPC), optimal control, current control, hybrid system. This paper proposes a current-mode MPC scheme for the
dc-dc boost converter, as in [25]. However, a more pre-
cise discrete-time model of the converter is introduced. In
HE control of power electronic converters constitutesontrast to the aforementioned MPC-based approaches, this
a challenging task, due to their switched nonlinear (enathematical model, which serves as a prediction model for
hybrid) characteristic. The standard control approachois MPC, captures all operating modes of the inductor current,
average the continuous-time dynamics associated with tieking it suitable for operation both in continuous (CCMyan
different modes of operation, and to linearize them aboet tdiscontinuous conduction mode (DCM). Hence, the converter
operating point. A different approach is to directly addréd®e state can be accurately predicted for the whole operating
hybrid nature of these converters, see e.g. [1]. regime. Two control loops are employed. The outer loop

Despite the extensive research done in this area, the tontdjusts the current reference for the inner loop such that th
problem of hybrid systems still poses challenges. Howeveutput voltage is regulated to its desired reference. Therin
the emergence of fast microprocessors and recent theadretioop, posed in the MPC framework, drives the inductor curren
advances in the control of hybrid systems enabled the appb-its reference, by manipulating the switch. The outer lsop
cation of model predictive control (MPC) [2], [3]—a controlaugmented by a Kalman filter, suitable for all operating nsode
method that has been successfully used in the processipdu$his state estimation scheme is designed so as to cope with
for more than three decades—to the field of power electroniedl possible disturbances and uncertainties, which migisea
During the last decade, MPC has been successfully appliedrimm real-world non-idealities. To this end, the controbéms
several power electronics topologies [4]-[11], includdwdc at rejecting all disturbances, including load and inputagé
converters. variations.

For the latter, MPC has been typically used in its simplest A major advantage of the current-mode MPC strategy
form—namely as a dead-beat controller—for controlling thietroduced here is that only a short prediction horizon is
predominant dc-dc converter topologies, i.e. the buck, theeded, since the current exhibits a minimum-phase behavio
boost and the buck-boost converter [12]-[16]. A more complevith respect to the control input. In that way, the compotai
MPC strategy was introduced in [17], [18] for the buck, andomplexity, which is the dominant disadvantage of MPC, is
in [19], [20] for the boost converter. The nonlinear dynasnicdecreased. Other benefits of the proposed scheme include

the inherent robustness, the design simplicity, and thée fas
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Fig. 1. Topology of the dc-dc boost converter.

Fig. 2. The shape of the inductor current reveals the operatiode: the
. ) . . . _ converter operates in CCM fromto ¢ + T, and in DCM fromt + T to
design is derived. Section Il is devoted to the formulation+ 27.

of the constrained optimal control problem. In Section IV
simulation results are given, and in Section V the experimeg Modeling for Controller Design

tal validation of the proposed control strategy is presénte
Finally, in Section VI, conclusions are drawn. The derivation of a discrete-time model suitable to serve as

an internal prediction model for the controller is detailed
Il. M ATHEMATICAL MODEL OF THEBoOSTCoNnveErTER  the following. The continuous-time equations of the model a
given by (1) and (2) are discretized using the forward Euler

A. Continuous-Time Model approximation approach, resulting in the following disere

The dc-dc boost converter is a switch-mode converter thattllréne model of the converter:

capable of producing a dc output voltage greater in magaitud Evx(k) + Fos(k) S=1

than the dc input voltage. Fig. 1 illustrates the circuitdimgy — z(k + 1) = { Eoz(k) + Fos(k) S=0& ir(k+1) >0
examined, whereS denotes the controllable switct) the By (k) S=0&iL(k)=0
passive switch, an&;, is the internal resistor of the inductance

L, which, together with the capacitan€g, forms a low-pass (3a)
fier y(k) = Ga(k), (3b)

The independent states of the converter are the inductor
current and the output voltage across the output capaciwhere £y = 1 + AT, Ey = 1 + AT, By = 1 4 AT,
The state vector is defined agt) = [ir(t) v,(t)]Y. The F = BT,, andG = C. Furthermorel is the identity matrix
system is described by the following affine (linear plus effs and 7 is the sampling interval.
continuous-time state-space equations [26] However, as can be seen in Fig. 3, after the discretization
the boost converter can operate in four different modes:
Arz(t) + Bus(t) S =1

dz(t) . 1) The inductor current is positive and the switch is
dt Ayz(t) + Bu(t) S=0& Z_L(t) 0@ on for the whole sampling interval, i.ei; (k) > 0,
Asz(t) S=0&iL(t)=0 ir(k+1)>0andS =1.
where the matricesl;, A, A; and B are given by 2) The inductor current is positive and the switch is
7 7 . off for the whole sampling interval, i.ei; (k) > 0,
P e A= |7 I ir(k+1)>0andS =0.
0 -z = —oxl 3) During the sampling interval the inductor current
0 0 . reaches zero, while the switch iff, i.e. i (k) > 0,
Ag = . ], and B = {% 0] ’ ir(k+1)=0andS =0.
0 —-&=r 4) The inductor current is zero and the switchoif§ for

where R is the load resistance. The converter can operate the whole sampling interval, i.é. (k) = ir(k +1) =0

in CCM and DCM, depending on the value of the inductor ~ &ndsS =0.

currentiy(t), see Fig. 2. CCM refers to the case wherét) While (3) describes the modes “1”, “2” and “4”, it does not

is always positive regardless of the state of the contrtdlakcapture the transition from the CCM to DCM, i.e. mode “3”".

switch S (first two equations in (1)). DCM means that thdn order to derive a precise discrete-time mathematicalehod

inductor current reaches zerfy,(t) = 0) for some period of of the converter that captures all operating modes, the-stat
time during the switching cycle, when the switchaf (third update given by (3a) is augmented by the additional equation
equation in (1)).

1
The output of the system corresponds to the output voltage, o(k +1) = Bz s (k) + TSFUS(k) ’ )
- y(t) = Cx(t) ) with Fy 5 = TLS(71E2+7—2E3). Moreover,r; denotes the time-

instant within the sampling interval, when the inductorrent
with C' = [0 1]. reaches zero, i.@.(k+7m/Ts) =0, andm + 7o = Ts.



ir b A. Model Predictive Control

MPC has established itself as a widespread controller §hank
to its straight-forward design and implementation. An cbje
OO Q6 @@ tive function needs to be chosen that captures the control
objectives over the finite prediction horizon. At each santpl
instant, the optimal solution is the sequence of controligp
| | | | | | . that minimizes the objective functi(_)n ;ubject to the dim;-re
B k+1kao ELN ¢ time model of the converter, resulting in the “best” preelitt
Time Steps behavior of the system. The first element of this sequence is
(a) Inductor current. used as the process input. At the next step, new measurements
or estimates are obtained, the horizon is shifted by one
st sampling interval and the optimization procedure is regeat
This strategy, known aseceding horizon policy2], [3], is
_ employed in order to provide feedback.

ONOMONGHEGHONONO B. Control Objectives

The main control objective is to derive a switching strategy
such that the inductor current is regulated along its refeze

Eoktlk42 FAN ¢ trajectory. Furthermore, the closed-loop system needseto b
Time Steps robust to disturbances, i.e. the output voltage is to remain
(b) Switch position. unaffected by changes in the input voltage and variations in
the load.
Fig. 3. Modes of operation of the boost converter: Dependinghe shape
of the current four different modes are introduced. C. Objective Function

For the design of the objective function the deviation of
the predicted evolution of the variables of concern from the
desired behavior, over the horiza¥, is taken into consid-
eration. The control input at time-instaitl; is obtained
by minimizing that function over the optimization variaple
which is the sequence of switching states over the horizon
U(k) = [u(k) u(k+1)...u(k+ N —1)]". The sequenc&*
that minimizes the objective function is tlogtimal solution;
the first element of the sequence, denoted’d%), is applied
to the converter, the remaining elements are discardedrend t
procedure is repeated at the successive sampling instaed ba
on new acquired measurements.

An illustrative example of the predicted state—here the
inductor current—and the sequence of the control actioes, i
Fig. 4. Dc-dc converter represented as an automaton driyesoiditions.  the switching state, is depicted in Fig. 5. Three candidate

switching sequences are shown for the prediction horizon

In Fig. 4 the operating modes of the converter are described. = 7. Note that the current that corresponds to time-step
Mode transitions are specified by conditions, such as thds the measured one, while front-1 to £+ N the currents
switch position and the value of the current. To visualize trare predicted, assuming the switching sequences shown in
different modes and the transitions from one mode to therpthEig. 5(b).

a binary variable: denoting the switch position is introduced, In the control method introduced here, the control problem
wherew = 1 refers to the switchS beingon, andu = 0 to is formulated as a current regulation problem, with the aevi
the switch beingpff [27]. tion of the inductor current from its reference defined as

[1l. CONTROL PROBLEM AND APPROACH ipen(k) =iLret —irL(k). (5)

In this section, the design of the control scheme is predente In this work, two different objective functions are propdse
The MPC approach indirectly controls the output voltage kihat precisely describe the control problem. In the first ap-
controlling the inductor current. This is achieved by apprgroach, the average value of the current error is penalized,
priately manipulating the controllable switch. To deriveet while in the second one the rms value of the current error is
optimal sequence of control actions that minimizes a usemnsidered. This allows us to use a shorter prediction boriz
defined objective function subject to the plant dynamics, anin the following, the two alternative formulations of the
enumeration technique is used. objective function are described.



that the switching frequency varies depending on the ojperat
] point of the converter. The sampling interva] serves as an
upper bound on the switching frequency, ife, < 1/(27T5);

regardless of the operating point, the switching frequescy

< .
- lower than half the sampling frequency.
- R 1 2) RMS current errar The rms value of the current error
1t . 1 over the prediction interval is equal to
o ! k+1  k+2 k+3 k+d k45 k46 k;7 . 1 (k+N)T, . 2
Prediction steps iremrms(k) = NT (inen(tlk))"dt  (10)
(a) Predicted current trajectories s JKTs
with the current error as given in (5). This expression is
.0 ‘ equivalent to
: L1 , o
l R S S ) ] Z.L,err.,rms(/f) = ﬁ é_zk 2(Z.L,err(£|k)) - iL,err(£|k) (11)
s 0 - - - - _; ___________ . .
I T U S S S with iL,err(£|k) _ 1L,err(£|k)'12L,err(é+1|k)'
E ; Based on (11) the objective function for the rms current
o T f ‘ ‘ error-based approach is formulated as
k-1 k k+1 k+2 k+3 k+4 k+5 k+6 k4T
_ Prediction steps k+N-1 9 - ,
(b) Predicted switching sequences Jrms(k) = Z TN (2 (iL,err(€|k)) _ iL,err(£|k))
Fig. 5. Three candidate switching sequences for the piedittorizon N = =k )
7. +/\(Au(£|k)) . (12)

D. Optimization Problem
error over the prediction intervaV T}, is given by: Subsequently, for both approaches, an optimization pnoble
ELNT: is formulated and solved. The control input in both casedis o

— / lip, en(t|k)|dt . (6) tained by minimizing the corresponding objective functien
NTs Jir, ’ (8) or (12)—subject to the converter model at each sampling
Exploiting the fact that the current slope changes only at tHStant, 1.e.

sampling instants and that in between the sampling instaats

slope remains effectively constanthe above integral can be

rewritten as:

1) Average current errarAt time-stepk, the average current

iL,err,aug(k)

U*(k) = argmin J; (k)

_ (13)
subject to egs. (3]4)

where J; denotes the objective function to be minimized,
which is eitherJ,,g Or Jypms.

The optimization problem (13) is solved using an enumera-
tion strategy. All possible combinations of the switchirigts
(v = 0 or u = 1) over the prediction horizoV are enu-
merated, yielding the so-callesvitching sequencds. There
exist 2%V switching sequences. For each switching sequence,
the evolution of the variables of concern is calculated gi§8)
and (4), and the objective function is evaluated. The switgh

) ) sequence that results in the minimum cost is chosen as the
can be formulated. The second term in (8) penalizes tggtimal one,U*.

difference between two consecutive switching states
E. Outer Loop

Au(k) = u(k) —u(k —1). ©) The reference current for the inner loop is derived from
This term is added to decrease the switching frequency af§ outer loop based on a feed-forward scheme, using the
to avoid excessive switching. The weighting factor> 0 POWer balance equatiaf, = Fo... Assuming that the power
sets the trade-off between the inductor current error aed thwitches are ideal, the following expression for the desire
switching frequency. In [28] some guidelines for tuning th€Urrent results:
weighting factor are given. Furthermore, it should be noted V.

Vs \2 V02ref
Ip des= —— — — et 14
L9 Ry \/(2RL) RR; (14)

In the above equation small-ripple approximation is use,[2

l.e. Vg VS and 'UOJef ~ VOJef.

1 k+N—1
iL,err,avg(k) = N Z |iL,err(£|k)| (7)
=k

W|th gL,err(ak) — iL,err(Elk)+;L,err(g+1|k) .
Based on this, the objective function

k+N-1

S SliendB) + NAu(R)] @)
=k

Javg (k) =

1strictly speaking, the current slope is constant only fode®“1”, “2" and
“4”. For mode “3", when the converter transitions from CCM BCM, the
slope is constant for;, while for = it is zero. However, the error resulting
from the approximation given by (7) is negligible.



In order to further improve the transient response of theguare zero matrices of dimension two. The process noise is
output voltage, a term proportional to the voltage erra, i.denoted by¢ € R* and the measurement noise byc R2.
Vo ref — Vo, 1S added to (14). Hence, the reference induct@oth of the noise disturbances represent zero-mean, white
current is given by Gaussian noise sequences with normal probability distribu

tions. The process noise covariance matrix is positive semi
Tpret = I des+ M(Vo,ret = vo) , (15)  definite anolp it is given byE[¢T] = Q. The me%surement

with h € R*. In (15) the small-ripple approximation is usedoise covariance matrix is given b§[vv”] = R, and it is
again. positive definite.

Based on the augmented converter model (17), a switched
discrete-time Kalman filter can be implemented. Since the
So far, the load has been assumed to be time-invariant angte-update for each operating mode is different, theexesp
known. In the vast majority of the applications, howeveis thtive Kalman gains are different. Hence, four unique Kalman

is not the case; the load typically varies in an unknown wayains K., with = = {1,2,3,4}, need to be calculated and

resulting in a model mismatch and therefore in a steadg-stahplemented.

output voltage error. To overcome this, an additional exter The state equation of the estimated augmented stafe)

nal loop that provides state estimates needs to be desigriedjiven by

Moreover, this loop will adjust the current reference soas t . .

remove the steady-state error between the inductor cuareht Ta(k+1) = Ezqfa(k) + K.Go (xa(k) - xa(k)) + Fravs (k).

its reference. ) (29)
Even though a Pl-based loop might suffice to meet the The Kalman gains are calculated based on the noise co-

two objectives mentioned above, in this work a discretestinf@riance matrices) and R. These matrices are chosen such
Kalman filter [29] is implemented, similar to [17]. Thankdhat high credibility is assigned to the measurements of the
to its integrating nature, the Kalman filter provides offsePhysical statesig¢ andwv,), and low credibility to the dynamics

free output voltage tracking, while not being operatingnpoi ©f the disturbance states.(andw.). As a result, the Kalman
dependent. filter provides estimates of the disturbances that can bd use

The model of the converter given by (3) and (4) is aud® remove their inﬂuence from the output yoltage and inducto
mented by two integrating disturbance statesand v, that Ccurrent. The estimated disturbance stateis used to adjust
model the effect of load variations on the inductor curreffi€ output voltage referenag,rer
and the output voltage, respectively. Hence, the Kalmaer filt Bo.ref = Vouref — D - (21)
estimates the augmented state vector

F. Load Variations

. Hence, in (14) and (15) thmodifiedvoltage reference, ref
To = |ip Vo e ve} , (16) is taken into consideration, instead of the given valygs.
Following the same procedure, the inductor current ref-

consisting of the measured state variabigsandv,, and the erencei,, . is adjusted using the corresponding estimated
disturbance states. Starting from (3a) and (4), the stéichagjistyrbance state, i.e.

discrete-time state equation of the augmented model is

Talk +1) = Esaza(k) + Faavs(k) + €(k)  (17)

;L,ref = iL,ref - ie . (22)

Moreover, the controller is based on the estimated states

with z = {1,2,3,4}, corresponding to the four modes Ofand%L, rather than on the measured onesandi; .
operation.

The measurement equation is given by G. Control Algorithm
iz (k) The proposed control technique is summarized in Algo-
z(k) = = Gazo(k) +v(k). (18) rithm 1. The functionf; stands for the state-update given by
vo(k) (3), andg; refers to the function that calculates the current
The matrices are error according to (7) or (11). For the average current error
B 0 B 0 Eys 0 based approach,= 1 is used, whilst for the rms current error
E, = , Eoq = , FEaq = -3 , based onep = 2 is chosen. In Fig. 6 the control diagram of
0 1 0 1 0 1] the proposed control strategy including both loops is degic
71
B 0 F = F
Eia = 0 y Fla=1Fa=|0],F3a=1| 0 |, IV. SIMULATION RESULTS
0 0

In this section simulation results are presented demdnstra
Fyy = [O 0 0 O}T7 and G, = [1 1], ing the dynamical performance of the proposed controllee T
simulations focus on the new MPC strategy for the current
(19) loop and its dynamical properties; we chose to refrain from
where 1 is the identity matrix of dimension two, an@l are showing the behavior of the whole system, to not obstruct
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Fig. 6. Control diagram of the proposed MPC strategy.

Algorithm 1 MPC algorithm
function uv*(k) = MPC (& (k), u(k — 1)) . '
Ji (k) = oo; u*(k) = 0; w(k) = &(k) SN AL A A
for all U over N do W\ VARV W
JT =0 v v s ‘\‘
for{=ktok+ N —1do 05} AL .
z(l+1) = fr(x(0), u(l)) 0.25) , ERNAVA S4 CNA S
Z.L,err.,T(lé) = g% (I(é)v x(/@ + 1)) . . : ; “"'l ‘\.'l‘ y "’ “‘ ",
Au(é) = u(/) — u(l@ — 1) 0 005 01 015 02 025 03 035 04
Jp = Ji +iveni(0) + A Au(0)[? Tis mel
end for
if Jy < Ji(k) then
J;(k) =J;, u*(k)=U(1) 1

end if s } ’ .
end for 0 '

end function

u

the dynamical analysis. Thus, for both approaches the sa

scenario is examined, namely a step-down change in 1 o 005 o0l 0-15Timg-2[ms]°-25 03 035 04
inductor current reference. The behavior of the converier i (b)

both CCM and DCM is examined. | s for th § A a5 ind
. . - o Fig. 7. Simulation results for the step-down change scenaj inductor
The circuit parameters aré = 450 uH, Ry = 0.3 and current for the first (average current error-based—sofid)liand the second

C, = 220 uF. The load resistance is assumed to be knowgms current error-based—dashed line) approach, along thi¢ inductor

and constant for all operating points; it is equalRo= 73 ().  current reference (dotted line), b) pulses for the firsti¢séhe) and the

Initially, the input voltage isv, = 10V, while the output second (dashed line) approach.

reference voltage is set equaligyer ~ 26.6 V, corresponding

to the reference inductor curreit r = 1 A. Regarding the iS about fs, ~ 20kHz. Since the operating points and the

objective function, the weighting factor is tuned in suckorresponding switching frequencies are the same in both

a way that the switching frequency in both approaches @Pproaches, the current ripples observed are identical.

approximately the same, i.e. = 0.2 for the first approach ~ The main difference between the two proposed approaches

and\ = 0.4 for the second. The prediction horizonié= 5, can be observed in Fig. 8, which relates to the converter

and the sampling interval i&, = 2.5 us. operating under nominal and steady-state conditions. The
The converter initially operates under nominal condition§MPact of varying the weighting factox is investigated. The

Attime ¢ = 0.2ms, a change to the inductor current referen&@responding output voltage error, given by

from iz et = 1A 10 i1 e = 0.2A occurs. As can be seen N

in Fig. 7, for both approaches, the inductor current reaches Voo = %(Z%Jef_ vo(k))2, (23)

k=1

very quickly the new desired level. The switching frequency
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Fig. 8. The output voltage errov, err and the corresponding switching
frequency fs. versus the weighting factok for the average current error-
based (blue) and the rms current error-based (red) appraaeh the converter
operates under nominal conditions.

ir [A]

and the switching frequencft,, are depicted. As can be seen
the average current error-based approach results in a loy o

switching frequency with zero tracking error, which mearet t o 2z 4 6 8Timé0[ms]lz 14 16 1820

lower switching losses can be achieved with this approaoh. O (b)

the other hand, the rms current error-based approach leads t _ _ _

higher switching frequencies, whex is very small, due to Z:\gd %‘) :i’éﬂig‘:i?}ﬁget.s“'ts for nominal start-up with MR output voltage,
the quadratic penalty. Such high switching frequencied ten

result in even faster transient responses. 20

V. EXPERIMENTAL RESULTS

In order to verify the dynamic behavior of the closed-
loop system and to highlight the potential advantages af th
novel MPC approach, the control algorithm was implemente
on a dSpace real-time system. A boost converter was bu
using an IRF620 MOSFET and a MUR840 diode as activ
and passive switches, respectively. The physical valuekeof o 2 4 6 8 _ 10 12 14 16 18 20
circuit parameters are the same as those given in Section IV, T'?;‘)e (ms]

i.e. L =450puH, Ry, = 0.3Q andC, = 220 uF. The nominal
conditions refer to an input voltage of = 10V and a load
resistance ofR = 73 (). If not otherwise stated, the output
voltage reference is, ref = 15 V. Hall effect transducers were
used to acquire the voltage and inductor current measursme

The control algorithm was implemented on a dSpac
DS1104 real-time system. The proposed MPC strategy is e
cuted everyl';, = 15 us and a prediction horizon of three step:
is used (V = 3). The weighting factor in the objective function
is set toA = 0.4. Depending on the tuning of, both control o 2 4 6 8 10 12 14 16 18 2
approaches yield similar results, as shown in the previous T"(E;e [ms]
section. Therefore, it suffices to present the dynamic hiehav
of only one methodology. This section focuses on the avera@@ 10. Experimental results for nominal start-up with ad@htroller: a)
current error-based approach. Regarding the Kalman fiiter, °U%Ut Voltage. and b) inductor current.
covariance matrices are chosen@s-= diag0.1,0.1, 50, 50)

T

15 -

10 - B

o [V]

ir [A]

and R = diag(1, 1). output voltage reaches its referencetire 3ms with a small
overshoot, see Fig. 9(a). After the transient, the inductor
A. Start-up current reaches its nominal value and the converter ofgerate

First, the dynamic behavior of the converter during starih DCM.
up and nominal conditions is investigated. As can be seenFor comparison purposes, a conventional proportional-
in Fig. 9(b), the inductor current quickly increases in ardentegral (Pl) controller has been implemented, using theesa
to charge the capacitor to the desired voltage level. Tlater loop as MPC. The respective voltage and current wave-
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Fig. 11. Experimental results for a step-up change in theuutoltage
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Fig. 13. Experimental results for a ramp change in the inmltage with
MPC: a) input voltage, b) output voltage, and c) inductorrent.

reference steps up from its initial value, i.e. fregyes = 15V

to v, ret = 30V, see Fig. 11. As previously, the inductor current
rapidly increases (Fig. 11(b)) so as to charge the capacitor
to the new desired level. Initially, the output voltage Hyie
decreases due to the non-minimum phase characteristic of
the system, before it increases, see Fig. 11(a), reactsng it
reference value without an overshoot occurring. The teantsi
lasts for about ~ 3.5ms.

On the other hand, when a PI controller is employed, the
settling time increases as can be seen in Fig. 12. When the
step-up change in the reference voltage occurs~att.5 ms,
the current does not significantly increase to quickly chaing
capacitor to the new desired level (Fig. 12(b)). Thus, thpaiu

forms are depicted in Fig. 10. As can be seen, the overshgottage reaches its new demanded value in abheutl0 ms,
in the output voltage in Fig. 10(a) results in a significantigee Fig 12(a).

longer settling time compared to MPC of abadut 8 ms.

B. Step Change in the Output Reference Voltage

C. Ramp Change in the Input Voltage
For the third case, a ramp change in the input voltage is

Next, a step-up change in the reference of the output voltaiggposed, starting at ~ 16 ms and lasting untilt ~ 38 ms,
is considered. At time instarit~ 4.5 ms the output voltage as can be seen in Fig. 13(a). The input voltage is manually
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Fig. 15. Experimental results for a step change in the loatt MPC: a)
output voltage, and b) inductor current.

34

32 , 1

= 30
)
S
0 ‘ ‘ ‘ ‘ ‘
0 10 20 30 40 50 60 28
Time [ms]
(©) 26 ‘ ‘ ‘ ‘ ‘ ‘
0 2 4 6 8 10 12 14
Fig. 14. Experimental results for a ramp change in the inpltage with a Time [ms]
PI controller: a) input voltage, b) output voltage, and @juator current. (@)

increased fromw, = 10V to vy, = 13.5V, while the output
voltage reference i, et = 30 V. The effects on the output
voltage and the inductor current are shown in Figs. 13(
and 13(c), respectively. During this interval, the inductc
current decreases until it reaches its new nominal value. T
output voltage is not affected by the change in the inputgst
and remains equal to its reference value.
The dynamical behavior of the system is examined und 0 5 " 6 ) 10 2 14
the same conditions when controlled by a Pl controller. At Time [ms]
t ~ 10 ms, the input voltage starts to increase uht#¥ 40 ms, (®)
when it reaches its final value, = 13.5V. The system re- Fig. 16. Experimental results for a step change in the loakl avPI controller:
sponse is depicted in Fig. 14, showing that the PI controll@routput voltage, and b) inductor current.
requires about ~ 10 ms to eliminate the steady-state error.
references. The average value of the current is instantzheo
D. Load Step Change doubled, see Fig. 15(b), while a small undershoot in thewdutp
Finally, a step-down in the load resistance is examined. Xoltage is observed during the transient, see Fig. 15(aprwh
~ 4.5ms the load resistance is halved, from its nomin#he converter reaches steady-state operation, a zeroystead
value of R=73Q to R =36.5Q. In Fig. 15 the closed- state error is achieved thanks to the integrating charauter
loop performance of the converter is depicted. The Kalmadhe Kalman filter.
filter adjusts both the output voltage and the inductor airre However, when a Pl controller is used, the transient lasts




longer and the voltage response is weakly dampened, indiga$] J. Xu, G. Zhou, and M. He, “Improved digital peak voltageedictive
ing that the tuning of the PI controller is fairly aggressisee
Fig. 16. The load resistance is stepped dowrt &t 4.5ms,
while the converter settles at the new operating point after
aboutt ~ 7ms.

1
In this paper, two different MPC approaches based (gn

V1. CONCLUSION

[16]

[17]

8]

enumeration were introduced for the dc-dc boost converter.
The implementation of MPC as a current controller (rathéjrg]
than a voltage controller) enables the use of a relatively
short prediction horizon, requiring less computationaven

In addition, an adequate estimation scheme based on a

[20]

Kalman filter was implemented in order to address model
uncertainties. The performance of the proposed methods Rdé F. M. Oettmeier, J. Neely, S. Pekarek, R. DeCarlo, andJthaichana,
compared via simulations. Both MPC approaches vyield a

similar behavior during transients, with very fast dynasnic

Moreover, experimental results—for the average currewnter [22]

based approach—are provided, validating the effectienés

the proposed controller and a high degree of robustnessjig
parameter variations. These benefits outweigh the dravgback
which arise from the variable switching frequency.
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