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Abstract—In this paper, model predictive control (MPC) is developed but still space vector modulation (SVM) is asslime
int_roduced to control the internal voltages of an active netral-  thus it is not obvious how to apply these concepts to a
point clamped five-level converter (ANPC-5L). The proposed necajculated pulse pattern. Another method was intradluce

control scheme aims to keep the neutral point and phase ca- . . oo
pacitors voltages of the converter within given hysteresisounds " [6] to balance the NP with no added switchings. Some

while at the same time minimizing the switching frequency. 4 approaches specifically for the ANPC-5L have also been
additional benefit of the controlled voltages is a reduced el of reported [7], [8], but no mechanism is described for inahgdi

output current distortion. The large number of redundant states constraints that would arise in a commercial MV drive.

that exist in multi-level converters makes it possible for # the . . .

objectives to be achieved. A short horizon is employed in ot There are two critical points that determine the total antoun
to ensure a manageable level of complexity. At the same time of capacitance allowed in MV drives. One is the limitation
extrapolation is used to bring the performance to the desird imposed by the capacitor technology (typically film type)
level. Simulation results that substantiate the effectiveess of the which have a lower capacitance/volume than the electmlyti
proposed approach are presented. . types used in low voltage converters. Second the storedjgner

Index Terms—five-level converter, neutral-point clamped, . . .
model predictive control is very high due to the medium voltage level and must be

|. INTRODUCTION

ABB has recently introduced the ACS 2000 shown in — Map-ForerSueey Aualicny Pover Supply
Fig. 1(a) for medium-voltage (MV), low power applications | cfncfo.zm
such as fans and pumps. The ACS 2000 is based on the five- | |
level active neutral-pointed clamped (ANPC-5L) topolo@; [ x | Powar Uil

[2] with all the inherent advantages of multi-level coneest j e Al P e
such as reduced harmonic distortion and lower ratings of the W ¥ a 1] o lLf%@ !
semiconductor switching devices. One of the primary cdntro [ - — i

. . . . Input  ANPC-5L i ANPC-5L
issues of this converter is the balancing of the voltages of (e Recther B2 LT Ineier
the phase capacitors (PC) and neutral point (NP) (Fig. 1(b))

while at the same time producing the desired output voltage.

The proper handling of these often conflicting objectivesmu i
be performed within the switching frequency constraints of

the semiconductor devices and the output harmonic distorti Dschﬂﬁg

l |

limits of the driven machine. clamps : : |

Most balancing algorithms in the literature for split DC | == i | 1 :
link converters, such as NPC-3L, are based on carrier based : st C:Zl 2 0;23 Iy
pulse width modulation (PWM), e.g. [3], [4]. In these metBod "=y, | _@_ _@_ : : |
the balancing transitions are part of the PWM process, so | % £ I £ | ,'—Bc
the switching frequency is not affected, but a relativelghhi : iy Il 4
switching frequency is assumed. In [5], methods of expyjicit | Snp2 532 I 531 | : :
controlling the NP voltage and common mode current are L, : gy B vy REQRY |
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Fig. 2: The simplified controller showing where the intermaltage controller
fits into the overall control loop.

limited to avoid device failures during emergency shutdown
As an example, the PC value from the prototype converter
in [1] is 300 uF, where in LV drives the value could easily be

in the mF range. The voltage balancing task becomes much

(a) 3-phasev-vectors of the 5-level converter in the— 8 plane.

][nore challenging with the dual restrictions of low switain Phase output Voltage State Phase State
requency and low capacitance values. In addition, it caenof to NP voltage Designation
be the case that the NP and PC voltages require conflicting v A /\ 9
phase states to maintain their balance. / \

A suitable choice to handle this control problem is model
predictive control (MPC) [9], [10]. MPC has been success- V/2 O O 1
fully employed in the process industry for more than 30 ¢ T
years, however in power electronic applications it has only 0 ) () 0
recently been gaining more widespread attention [11],.[12] & \E
The benefits of MPC include straightforward design, inheren ¢ ¢
robustness, explicit inclusion of restrictions and vergtfa -V/2 O O -1
transient response. For the remainder of this paper, time ter \ /
model predictive direct balancing control (MPDBC) will be
used. -V \_/ -2

In this paper, MPC is applied to the control of the internal

) (b) Phase states, output voltages and the allowed
voltages of the converter. Based on a mathematical model state transitions of the ANPC-5L.

of the circuit an objective function is solved in real-time.
At each time-instant the manipulated input is determined
by minimizing the objective function of the optimization
variable. The sequence of control inputs that results in tigminimize the switching frequency while satisfying hardia
best performance is considered to be thgiimal solution. soft constraints imposed on the optimization problem tatlim
Only the first element of this sequence is applied to the plagfie output voltage distortion and protect the convertesuiir
The remaining elements are discarded and the procedureriigally, the horizon is chosen based on a trade-off betwieen t
repeated at each successive sampling instant based on e @8mputation time of the proposed algorithm and the system
recently acquired measurements, while the horizon iseshiftperformance.
forward by one sampling interval. This procedure forms the
feedback loop for the controller and is known as taeeding Il. FIVE-LEVEL ACTIVE NEUTRAL POINT CLAMPED
horizon policy CONVERTER

The scope of this paper deals specifically with the last The ANPC-5L multilevel converter contains both single-
step in the multi-level converter modulation process (ie phase and three-phase redundancies. The inverter unit can
phase state commands to be sent to the converter switchps)duce61 unique line-to-line output voltage vectors;.(s).
In other words, MPDBC selects among the redundant phaBeese unique vectors are produced fromihe- 125 possible
states to control the internal voltages and come as closetlage-phase voltage vectorsectors, see Fig. 3(a)). Each set
possible to the commanded output voltage veetgy,q. The of v-vectors {u.,.) Which produce the same output voltage is
position of MPDBC in the overall controller scheme is showtermed a three-phase redundancy. The normalize@ctors
in Fig. 2. The single- and three-phase redundancies arisimave values in the rangé-2,—1,0,+1,+2}. The v-vectors
from the ANPC-5L topology are taken into account in ordeare produced at the modulator level and serve as inputs to the

Fig. 3: Three-phase and single-phase redundancies.



. . . . . . TABLE I: Phase states and effects on PC and NP for positiveelecarrent
algorithm introduced in this paper. As an example, consider P ®

the node labeled33 in Fig. 3(a). It consists of the following p-vector Ppha Prp
threev-vector redundancieg012, —101, —2 — 10}. ipha >0 | dppe >0
Single-phase redundancy exists at the level of the converte VT 0 0
phase leg. Two (or more) different phase states can protiece t V6 +1 0
same phase voltage but have different effects on the NP and/o V5 -1 -1
the PC voltage. In other words, if one state causes the itettica V4 0 -1
voltage to increase, the other state (for the same currgnj si V3 0 -1
decreases it. Fig. 3(b) graphically displays the phasestait V2 +1 -1
the ANPC-5L topology relative to the output voltage of the %! -1 0
phase leg of the converter. The five output voltage levels are Vo 0 0

produced by the eight regular statfs— 7}. Considering the
three phases of the invert&® = 512 three-phase vectors or
p-vectors ¢, o) can be produced by an ANPC-5L converter. [1l. M ODELING FORCONTROLLERDESIGN

Thep-vectors contain both the single-phase and three-phaserhe gjiscretized NP and PC voltage error evolution serve as

redundancies and are the basis for balancing the interf@d internal prediction model. The general error voltages a
converter voltages. Consider again noti&3 in Fig. 3(a) defined as

and further consider the-vector {012}; it can be produced
by any one of the following set of redundaptvectors:
{457,467,357,367}. The v-vectors{—101} and {—2 — 10} Whereuv,, is the measured voltage ang, ,..r is the reference
can be decomposed in a similar manner to yield a totaléof value of the voltage aneh can benp for the NP orphx for
redundantp-vectors for one output voltage vector value.  the PC of phase where again = {a,b,c}.

The importance of the redundant vectors, again, is the factUsing forward Euler approximation the discrete-time NP
that they can have opposite effects on the capacitor vatag@ltage error is given by:
in the inverter. Thus the output voltage can remain unchange o .
while switching to a state which reverses the voltage slape o Unperr(k +1) = Unp,err (k) + KenpPyp (k)3 (k) , - (2)
a PC or on the NP. Table | shows the relationship between tvaere v,,, ... is the NP voltage error, an&,,, = T/Cqc
phase states of Fig. 3(b) and the sign of the voltage slopeisrthe capacitor constant, whefg is the sampling time and
the internal voltages. Assuming a positive current in phaseCy. the effective dc link capacitor value. Thex 3 vector
wherez = {a, b, c}, the sign of the slope for the PC voltage ip,,, € {—1,0} takes into account the effect of each phase
noted byp,x, and for the NP voltage by,,,. It is important current on the NP voltage, wheré)™ corresponds to the
to note that the NP voltage depends on all three phases wititse where,,, ., is unaffected, and-1” to the case where
the PC voltage depends only on its own phase current. v, .., decreases with a positive phase current. In Table |

In the existing balancing algorithm, hysteresis bands attee effect of eachp-vector on the NP voltage is summarized.
used to limit the NP voltage error without introducing exced-inally 7,, is a 3 x 1 vector representing the three phase
sive switchings in the process. The behavior is as folloWs: gurrents.
the NP voltage error is within the innermost band, nothing The PC voltage error is modeled in a similar fashion. Here
is done; the commanded voltage vector is forwarded to tttee equation is shown for phase
modulator. If it crosses the first band, a vector is seleated t .
balance the NP without an additional switching. Once the NpUphaerr(k +1) = vpha,err (k) + Kepnppha (k)ipha (k) ,  (3)
voltage error crosses the second band an additional SV'@IChWherevphm,.,. is the PC voltage error of phasethe capacitor
is forced to keep the voltage in bpunds. constant K., is given by K.,, = Ts/Cpn, Where Cpp is

The PCs must also be taken into account at each vecge PC value. Foppna € {—1,0,+1}, “0” corresponds to
selection according to an additional set of upper and lowgfe case where the PC is not affected;1" to the case
bounds. To keep the error in bounds the redundant phase sf@t@re it discharges with positive phase current, apd™
which minimizes the error is chosen, if possible. If ther@is to the case where it Charges with positi\/e phase current (See
conflict with that required for the NP then a prioritizatian i Taple ). Equation (3) is repeated for the other two phases, i
done. Uphb,errs Uphc,err-

The choice of modulator is not considered in this paper
although the simulation results are produced using ®R.3], IV. M ODEL PREDICTIVE CONTROL
[14] (see Fig. 2). Any desired modulation method, such asThe control objective of the described MPC algorithm in
direct torque control (DTC), PWM, optimal pulse patternmore precise terms is to keep the NP and PC voltages inside
(OPPs) can be used, provided that the future outputs cantbeir bounds while producing the least possible volt-sedcon
predicted and passed to the switching state selectionitdgor error in the output voltage and operating the converter at
introduced in this paper. The next section describes theemothe lowest possible switching frequency. In order to meet
which is used to evaluate the effect of a set of voltagesstathese control objectives the topology redundancies must be
on the internal voltages and the proposed MPC method. effectively taken into account. At each time step the prasip

Um,err = Um,ref — Um , (1)



selected switching state command is the starting point fBr Control Approach
the controller. From thigp-vector an exhaustive search tree
containing all the valid switching trajectories is genethtThe
primary goal is than to select an optimal trajectory coritagn
the commanded next output voltagg,c cmd-

In accordance with the MPC framework, ttsvitching
trajectories over the prediction horizonV, are taken as
the optimization variable. A switching trajectory is a se-
quence U, of switch positionsu, = [ups upp Upc|®,
represented as a set pfvectors, i.e.u,, € {0,1,...,7},
with  « € {a,b,c}, over the time interval of length
To properly formulate the control problem the controlv,  ie. U,(k) = [wl (k) wl(k+1)...ul(k+ N, —1)]".
related constraints must be understood. The constraiets gased on (2) and (3), the evolution of the voltage errors is
divided into two main categories: a) the switching constiai calculated over the prediction horizaN,. The number of
and b) the NP and PC voltage constraints. The former atgmputations at each time step increases exponentially wit
hard constraints, i.e. they cannot be violated under any Gike length of the horizon, thus the computational compyexit
cumstances, while the latter are soft constraints, i.e/ ta® must be taken into consideration at this point. The horizon
be vi(_)lated, but control effort should be applled to avoidlsu must be kept re|ative|y short, but must be |0ng enough to
violations. accurately capture the dynamics of the variables of condern
The switching constraints stem from the topology of thgesolve this apparent contradiction the notions of thechirig
converter and the three main restrictions are describedeéf b horizon N, and extrapolation are introduced. The switching
below: horizon is set equal taV, = 2, implying that switching is
« Minimum pulse time duration: the on-time and off- considered only at time stest 1 andk + 2, followed by an
time of each semiconductor switch cannot be less tharexirapolation step where it is assumed that the switch ipasit
specified value. from £ + 3 to k + NNV,, stays the same. This is referred to as
« Allowed state transitions of the converter phase leg SSE (for more details see [12], [15], [16]).
the allowed transitions are indicated in Fig. 3(b) with The proposed control algorithm comprises the following
arrows. Note that some transitions are only allowed teps, executed at time instekif’.
one direction. Step 1: The set of switching trajectories to be evaluated
o DC link clamp restrictions: the minimum allowed time is selected from thep-vectors which can be reached from
between transitions affecting the clamp depends on hake previously commandeg-vector (stepk — 1). All earlier
the clamp diode is affected. The range is between 0 aodmmanded switchings are neglected in a first step and each
a specified value. phase is assumed to switch once in the two-step horizon.

Any switching transition from onep-vector to another that A consequence of this is that the minimum pulse width
meets the above conditions is considered switching femsilgstriction and the allowed phase transitions (the first and
(SW F). When considering a set gf-vectors, all transitions S€cond switching constraints, respectively) are takemiori
in the set must meet the above conditions to be considefBEP account. The exhaustive search tree thus created siway
switching feasible. _consists of 343_switching trajectorfegreatly benefiting the
The soft constraints on the internal voltages are impléDPlementation in hardware.
mented as two sets of bounds. The first bounds are definedNext, each trajectory in the search tree is examined for
by the desired maximum absolute deviation from the respadolations of the restrictions that depend on measured atata
tive reference voltage valueingier bounds) and the secondthe history of the converter states. Thus, the timing retitns
wider bounds are set by the allowed physical limits of thetemming from the commandegtvector atk — 2 and the
semiconductor device®(ter bounds). clamp transitions from the previous states of the upper and
Typically the upper and lower bounds on the PCs are deyer clamps are treated. These checks can only be done in
such that the devices of Cell 2 and 3 are protected frofg@l-time since they depend on either the measured current o
overvoltage. A better understanding of the issues involvéd€ Past states of the converter to identify a violation.
can be gained by examining Fig. 1(b). The PC voltage Step 2: The evolution of the NP and the PC voltages is
is connected to the output either through2 or S31. Thus calculated using (2) and (3), respectively, for each idieati
from a physical point of view the allowable upper limitSW I trajectory.
on this voltage depends on the safe limits of the devices,Step 3: The internal voltages are extended by linearly
View.maz- 1N Other words, the upper limit on the PC voltag@Xxtrapolating the predicted voltage values from stepsv, —1
must be less thaWe, ma.. TO set the lower limit, it must andk + N,. The number of stepsy,, after which thefirst
be ensured thaVy., — V, is less thanVye, max across crossing of the upper or lowanner bound will occur by the
532, considering phase staté6 and assuming/;., = Vi, respective predicted voltage (see Fig. 4) is then estimated
Therefore the limits on the range of the PC voltage are Step 4: The switching trajectories are then grouped hier-
Viev,maz > Vph > View — Viev,maz, if the NP is balanced. archically according to certain feasibility criteria. Bagroup
The NP bounds are made as large as possible to minimiz have different conditions of optimality, providing gte
the needed switching, but small enough to limit distortian o
the output voltage [4]. Lin Appendix the derivation of the search tree is explained.

A. Constraints
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Fig. 4: Examples of internal voltage switching trajectsrtbat illustrate the

feasibility criterion and the effect of extrapolation.

flexibility in the controller design. Four basic feasihjlitrite-
ria are described here (see Fig. 4 for graphical examples):

o Inner bounds feasibility criterionf/(3F): true when the

voltages are inside the inner bounds.

o Outer bounds feasibility criterionXBF): true when the

voltages are inside the outer bounds.

« Zero volt-seconds error criteriorZ{/.S): true when the
error between the switching trajectonyvectors and the
v-vectors commanded by the modulator is zero for

time steps.

o Good direction criterion @D): true when the slopes
of the NP and PC voltages are pointing towards their

respective reference values.

The trajectories are grouped according to combinations ofEach level has one or more objective functions which are
these criteria to best achieve the control objectives. Tip hepplied to the trajectories meeting the respective selecti
demonstrate some grouping possibilities, in the remaiwoder criteria in terms of costs.

this section two different approaches will be presented.

TABLE II: Selection Criteria

Level || First Approach | Second Approach
| SWF & OBF SWF & OBF
& ZVS & (IBF or GD) & ZVS
I SWF & OBF & ZV S SWF & ZV S
I} SWF & OBF SWF & OBF
v SWF SWF

designed such that the PC voltages will mostly stay within
the inner bounds. The result of this choice is to increase
the switching frequency. The selection criteria for thetfirs

approach are the following:

I. The top level of the hierarchy consists of the most
desirable trajectories. They satisfy the following logjica
criteria: SWF, OBF, ZVS and ((BF or GD at all
time-steps).

II. The second level is formed by the trajectories that are
SWF, OBF and do not havé&;D but areZV'S.

[ll. The third level includes the trajectories that ateBF
and SWF.

IV. Finally, all the remaining trajectories, i.e. those ttha
are SWF and notOBF form the lowest level of the
hierarchy.

Second ApproachFor the second approach the bound
constraints are relaxed; only the outer bounds are taken
into consideration. As a result, the switching frequencil wi
decrease relative to the first approach at the expense oharhig
PC voltage ripple. The switching trajectories are grouped i
the following way:

I. The top level of the hierarchy consists of the traject®rie

that areSWF, OBF, andZV S.

II. The second level contains trajectories that 8/ I, and
ZV'S, but outside the outer bounds, i.e. @B F.

[ll. The third level is formed by the trajectories that are
SW F and inside the bound€)XBF), but notZV'S.

IV. The lowest level of the hierarchy includes all the trajec
tories that are onhy§ W F, i.e. the remaining trajectories.

The selection criteria for both approaches are summarized
in Table II.

Step 5: Finally the optimal trajectory is selected starting
from the highest possible level of the hierarchy in a muguall
exclusive manner. If a trajectory meets all the correspugdi
feasibility criteria, then it belongs to the top level. Iflgrone
trajectory belongs to the top level, then it is selected & op
mal. If others exist, then more criteria are taken into aotou

select the optimal trajectory. If there are no traje@®iin

a@ e top level, then the optimal trajectory is selected frow t

second level. If this level is also empty, then the selection
made from the third level and so on.

C. Costs

First Approach The cost functions for the first approach are

First Approach In this approach the grouping criteria arghe following:



o The cost function for the top level is the total number of
weighted switch transitionSw in the trajectoryU,. The
optimal trajectory is given by:

U, (k) = argmin Sw(k), 4
where
Sw = 5/Np + QU crr catrap (5)
and
k+No—1
stk = > lup(®) —up(t =1, (6)
=k

is the total number of switch transitions in the switching
trajectoryU,. N, is the number of time steps until after

Second ApproactRepeating the same procedure the respec-

tive cost functions for this approach are:

o For the top level group, the optimal trajectory is again
given by (4). If more than one trajectory results in the
same minimumSw, then the trajectory with the fewest
switching events in the first time step is selected.

If still no unique optimal solution is found, then the
optimal trajectory is the one with the minimum NP

voltage error at time-step + 1
U;(k) - argminvnp,err(k) ’ (12)

wherev,, o is given by (2).
Following the same procedure as in the first approach, if

the first voltage ob,, ¢, (m = np, pha, phb, or phc) hits

the second level includes more than one trajectory and the to

the inner boundary (i.e. prediction horizon ). The variabl€Vel is empty:
q is a weighting factor on the NP voltage penalty [17], « The optimal trajectory is the one with the minimum

Unp,errextrap, WHIiCh is the NP voltage aW,.
If the second level includes more than one trajectory and
the top level is empty:
o The maximum exceedance of the inner bounds over all
time steps and all voltages is taken into account. The
optimal trajectory is the one which results in the smallest

sum of the absolute PC voltage exceedances of the inner
bounds over the horizon for each horizon step, i.e. the
trajectory given by (7), with only the PC voltages taken
into account {n = pha, phb or phc). If there is still no
unique optimal trajectory, then (7) is again used, but this
time with only the NP voltage considereth (= np).

maximum exceedance, i.e.,

U, (k) = argmin [vip, e (k)| , (7)
where
k4N
Uib,err(k) = Z Vib,err (E)a (8)
=k
with
|vm err| — Um,ibs if (|vm err| — Um ib) >0
ib,err l) = ’ ' . ’
Vib.err (€) { 0 , otherwise

9)
wherew,, ;; iS the respective inner bound ang, .., is
computed over all voltagesr( = np, pha, phb or phc).

If the third level includes more than one trajectory and the

higher levels are empty:

If the third level consists of more than one trajectory and

the two upper levels are empty:

o The optimal trajectory is given by (10). If more than
one optimal trajectory is found, then trajectory with the
minimum number of switchings at time-stdp+ 1 is
selected (see (4)).

In the case where the fourth level includes more than one

trajectory and the higher levels are empty:

o The first optimality criterion is again (10). However, if the
optimal solution is not unique, then the optimal trajectory
is given by (7), where all the voltages:(= np, pha, phb
or phc) over the horizon for each horizon step are taken
into account.

V. COMPUTATIONAL COMPLEXITY
One of the difficulties in using MPC is the fact that the

« The trajectoryu,;. v pc that has the least deviation fromcomputational complexity increases exponentially wite th
the voltage vectors that are commanded by the modulatiength of the horizon. For example, withi; = 2 the number

Uabe,cmd, OVEr all time steps is optimal, i.e.

U, (k) = argminuv,s(k), (10)

where
k4N
Uvs(k) - Z ||uabc,]WPC(€) - uabc,cmd(e)Hl 5 (11)
l=k

andwuqpe, e are thev-vectors of the examined switch-
ing trajectory and thus,; is equivalent to the volt-second
error over the trajectory.

of vectors to be searched 13, but if it is increased to
N = 3 the number of vectors becomé859 using the same
tree building algorithm described in the appendix. But,reve
with only two steps in the horizon the algorithm must be
implemented in a field-programmable gate array (FPGA) and a
full pipelined approach must be used to minimize the useef th
FPGA resources. Additional parallelization allows exémut
of the full algorithm in about9.4 us which is well below
the 25 us limit of the controller cycle time. The proposed
algorithm also had to be compiled with the existing code
including all other functionality required for the full MVrive.

If the fourth level consists of more than one trajectory and Most modern MV drives have a d|g|ta| Signa| processor
the three upper levels are empty: (DSP) and FPGA combination on their controller boards.
o The same cost function as that of the second level kFurthermore FPGAs are becoming larger, faster and less
reformulated in terms of the outer bounds (i.e. repldce expensive every year. Thus the required computational powe

by ob in (7) and (8)). for MPC is readily available in these power converters. k& th
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case of the current algorithm, the available controllerrdoa
contains an FPGA witt33, 000 equivalent logic cells and6
hardware multipliers.

VI. DELAY COMPENSATION

In any digital control system a delay exists between the tin £ 400 |
instant that measurements are made and the time instant 350 f, v
these values are delivered to the controller. In the impteste 30045 05 06 o7
simulation model of the algorithm, the cycle time is assumea _ Speed7
to be 25 us as previously mentioned. This is used as the basis (&) Switching frequency.
for correcting the delays in the measured inputs using t'
same model as described in (2) and (3). To achieve the b
results from the predictive controller (any controller &cf) the
measurement delays must be compensated and synchron x
so that they correspond as closely as possible to curreast ti
instant.

As an example, the PC voltage compensation equati
will be developed. If it is assumed that the delay in th
voltage measurement i85 us (i.e. three samples) then the Spe%é%
measurement corresponds to time-skep 3. The values of (b) Stator Current TDD.

Pphz Trom k—2andk -1 mUSt also be saved an part of the, 5: Simulation results of the proposed control strateggr a range of
algorithm so Fhey, are avallablg_for th,e calculation. Th? P eration comparing proposed balancing algorithm (redd slote) to the
voltage equation in (3) is modified using the same variablessting solution (blue dashed line).

to give the following equation for predicting the value ast

k by settingng, = 3:

Switching Frequency [Hz]

0.8 0.9 1

= N w e [&)] o
T T T T

(=]

0.4 0.5 0.6 0.8 0.9 1

k—1
Uphz(k) = Uphx (k - ndly) +chh( Z Pphx (e)lphz (6)) )

L=k—nqiy
(13)
where = again represents the phase ang.(k — nay)
corresponds to the measured voltage. The performancesof 1
compensation block will be shown in simulation in the ne»
section.

Unp,ripple p.u.

VII. PERFORMANCEEVALUATION

Simulation results are presented in Figs. 5 and 6. Tl
performance of the new algorithm for the second approach
compared to the existing balancing algorithm described in
in Fig. 5 in terms of the switching frequency and the tote -
demand distortion (TDD) of the stator current. The contrc o1 ‘ ‘ ‘ ‘ ‘ ‘ ‘
algorithm was operated with a sample tifig = 25 us. The o 25 50 75 100 125 150 175 200
simulation conditions for all cases consist of an inductic.. Time [ms]
machine driving a quadratic torque load with flux and torque
control provided by MPC [13], [14]. The type of machine Fig. 6: Simulations results for per unit ripple of internaditages with the
used in the simulations is a general purpose motor Withwrlé%fe”) and outer (red) bounds. Operating pdiito speed §2Hz),
relatively low per unit transient reactance b§%, a rated T
current of 137 A and a rated frequency df0Hz. In Fig. 6
the waveforms of the voltages of the NP and the PC of phastgown in comparison to the delayed and sampled data and the
a are shown. compensated data. It is clear that the compensated vokage i

The overshoot of the PC voltage seen in Fig. 6 is due touch closer to the real value. The PC voltage with the delay
the uncompensated measurement delays in the simulation. E@mpensation enabled is shown in Fig. 8. It can be seen that
the NP voltage the delay is negligible because of its slowtre controller more accurately limits the voltage ripplsidte
dynamics. This can also be seen in Fig. 6 since the NIe bounds. As a consequence the bounds have been increased
voltage hardly violate the bounds despite the presenceeof tbh keep the switching frequency the same. Overall it can be
measurement delays. The delay compensation has only bseen that the voltages are kept close to the bounds and the
implemented in the simulation for the PCs since they hagavitching frequency is reduced while maintaining the TDD of
the most critical dynamics. In Fig. 7 the actual PC voltage the current at an acceptable level.
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Fig. 7: The actual PC voltage of phasg v,;, (blue) compared to the
respective sampled phase voltagg;,.,sm, (green), and the phase voltage
after the delay compensation,,, o, corr (red).

(1]

0.1
. O T T O YO “ME [/ Il
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, [3]
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Time [ms]

Fig. 8: Simulations results of inner voltages with delay pemsation enabled
for the PC voltages showing the inner (green) and outer (tEm)nds.
Operating point65% speed §2 Hz), 42% load.

(5]

(6]
VIIl. CONCLUSIONS
This paper proposes a model predictive control algorithny;
for the internal voltages of a five-level active neutralffoi
clamped converter. The controller maintains the voltadgéiseo
NP and the PCs inside the imposed bounds, while reducing
the switching frequency by effectively exploiting the redu
dancies. In addition the topology and implementation bas
constraints are easily taken into account. Two examplegdesi
approaches are developed showing the straightforwargmlediL0]
procedure. Finally, because of the short switching horirsed
and a fully pipelined approach to the implementation, it has
also been shown to be within the capability of the existin

control hardware for a commercial MV Drive. 2]
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APPENDIX

Starting from any single-phase state the phase leg cantswitgs)
to a maximum of four different next states (including the
present state). For example, if phase statefrom Fig. 3(b) [16]
is examined, the next state can &, V2, V3 or V5. From
the point of view of real-time VHDL implementation at each
time step the number of examined states should always be ke
same so the execution time is fixed. Thus for phase 3tate
the next state table will contain the following entriés3, V6
and V7 repeated twice to keep four entries.

The search tree is calculated by taking into consideration
eight different switching combinations within the two{ste
horizon: 1) at stegk + 1 all three phases switch, i.¢® = 64
trajectories, 2—4) at step + 1 only one phasedqd( b, or c)
switches, while the other two phasés;,(ca, or ab, respec-
tively) switch at stepk + 2, i.e. 3 - 3 - 42 = 144 trajectories,
5-7) at stepk + 1 two phasesdp, be, or ca) switch, while the
other phased a, or b, respectively) switches at stép+ 2,
i.e.3-4-3% =108 trajectories, 8) all three phases switch at
stepk + 2, i.e. 33 = 27 trajectories. In total343 trajectories

generated at each time step.
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