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Abstract—This paper derives and visualizes the explicit state- system [1]-[4], adopting the principles of model predietiv
feedback control law of model predictive controllers for eectrical ~ control (MPC) [5], [6]. MPDTC is particularly well suited
erves, using model predictive Q|rept torque control as anliustra- for medium-voltage drives, which are based on multi-level
tive example. The control law is given over the whole statepsice it . t d te at | itchi
and computed in an offline procedure. The availability of the voltage §ource inverters an_ operate at very low switching
control law allows one to analyze the controller, and to visalize frequencies [7]. Compared with state-of-the-art schersiesh
and better understand its behavior and decision making proess. as direct torque control (DTC) [8] and field oriented control
Based on this concept, numerous other important tasks can (FOC) [9] with space vector modulation (SVM), MPDTC
be accomplished, such as stability analysis, feasibilityralysis, 5chieves a reduction of the switching losses by up to 50% [4]
reduction of the computational effort, derivation of switching for th | | tral voint cl di A Alteivel
heuristics and the further improvement of the closed-loop pr- or three-level neutra Po'n _C amped inverters. Altevety,
formance. the current or torque distortions can be reduced by the same

Index Terms—Model predictive direct torque control, model amount [10]. For five-level topologies, the performancegien
predictive control, state-feedback control law, variablespeed fits are even more pronounced, as shown in [11] and [12].
drives, medium-voltage drives Unlike DTC or FOC with SVM, MPDTC is based on

NOTATION an online optimization stage. Given the torque and stator
flux references and their estimated values, a suitable tewer
switch position is computed, minimizing the switching effo

¥ Angle between the-axis of the three-phase Sys‘tem{either the switching frequency or the switching losse$lisT

and thed-axis of the reference frame.

. optimization is based on an internal model of the drive that

0 Load angle, i.e. angle between the stator and rC)'[(Q.Eables the controller to predict the impact the switching

flux vectors. _ T transitions under consideration have on the torque, ctgren
w,  Stator flux vector with, = [ wS‘I]T‘ and flux vectors. Unlike in DTC, the control law is not dirgctl
¥y Rotor.flux vector withep, = [ibra g available—for example in form of a look-up table—and thus
s Magn!tude of the stator flux vectap,||. cannot be analyzed easily and visualized, complicating the
¥ Magnitude of t_he rotor flux vectolfe, || design process and the understanding of MPDTC.
T. Electromagnetic torque.

This issue motivates this paper. The state-feedback con-
trol law, which is the control input (the switch position)
represented as a function of the state vector over the state-
space, is computed, visualized and analyzed. The impact of
varying the length of the switching horizon will be shown.
The information and insight obtained is not only meant to
further the understanding of MPDTC, but it is also envisine
hat this will help revise and improve the MPDTC algorithm,
e.g. with the aim to lower its computational burden. The
techniques proposed in this paper are directly applicable t
other predictive drive control methods, including onepste
predictive control [13].

When formulating MPC problems for linear and piecewise
affine (linear plus offset) systems with piecewise affine-con
straints, so called hybrid systems, the explicit soluticas
be computed in a mathematically elegant way. The resulting
. INTRODUCTION control input is piecewise affine in the state vector. Specif

Model predictive direct torque control (MPDTC) is arjcally, the state space is divided into polyhedral regiond a

emerging control concept for three-phase electrical dri{€ controlinput for each region is affine in the state vecter
linear plus an offset. For more details on the explicit Solut

T. Geyer is now with ABB Corporate Research, 5405 Bademviiat of MPC for piecewise affine systems, the reader is referred to
Switzerland (e-mail: t.geyer@ieee.org). This work was elah the Depart- 14 d th f h in. Th It ickionl
ment of Electrical and Computer Engineering, The Universit Auckland, [ ] and the references therein. € multi-parametricion

Auckland, New Zealand. provides a powerful set of tools to compute and analyze such

T.ret Reference value of the electromagnetic torque.

Te min Lower bound on the electromagnetic torque.

T max Upper bound on the electromagnetic torque.

J Cost function.

N, Length of the prediction horizon (number of time
steps).

€, Rms bound violation of the torque and stator flu
magnitude withe, = [er ey]?.

q Penalty weight on bound violations.

u Control input (three-phase switch position).

u*  Optimal control input.

v, Stator voltage.

T State vector withe =[5 ¥sg Vra Vrs)” -

wy  Angular speed of thég reference frame.

w,  Electrical angular speed of the rotor.



solutions [15]. YV A Y/ 7

For three-phase electrical drive systems we have pre\y'ousvl
derived explicit control laws, by approximating the nOHIin7“°<> ViNEAY\ N Y 7
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earities of the torque and stator flux magnitude by piecewise Iy 1 T
affine functions, modelling the drive system in the mixed N _L N—+t B I — > ’@
logical dynamical (MLD) framework [16], formulating the ] T
MPC control problem as a closed-form optimization probleri(T) ANN ANDN ANNA

and using a modified version of the MPT toolbox to derive
the explicit control law. Due to the daunting computational YA YA Y1
complexity, this approach was only applicable to two-lewel _ _ . hy

.. Fig. 1: Three-level neutral point clamped voltage sourceriter driving an
verters [1], [17] and dc-dc converters [18]. A problem sfieCi inguction motor with a fixed neutral point potential
computational scheme, which exploits the structure of thed
control problem, was proposed in [19]. An explicit solutfon
a simplified FOC problem was described in [20]. In this papeB, NPC Inverter

however, we refrain from approximating the drive model and As an example for a medium-voltage drive system, consider
formulate the control problem as an open-from optimizatiof three-level neutral point clamped (NPC) voltage source
problem. As a result, the standard techniques from hybiiigherter with an induction machine, as shown in Fig. 1. The
control theory to compute explicit solutions are not apglie. inverter is fed by two constant dc-link voltage sources, isd
The paper is organized as follows. After describing theedrivtotal dc-link voltage isVye = 5.2kV. ABB's 35L4510 4.5kV
system case study in the next section, the model predictiy@A IGCT and ABB’s 10H4520 fast recovery diode are used
control problem is formally stated in Sect. Ill. The MPDTGCss semiconductor devices.
solution approach and algorithm is summarized in Sect. IV. | et the integer variables,, u;, u. € {—1,0,1} denote the
The control law for MPDTC is computed, visualized an@witch positions in each phase leg, where the valigs), 1

analyzed in detail in Sects. V and VI. Section VII providegorrespond to the phase voItage%,Q VTd respectively. The

| =l

concluding remarks. actual voltage applied to the machine terminals is given by
Vs,aB0 = 05VdCP(O) Uagbe with u = Ughe = [ua Up UC]T.
Il. DRIVE SYSTEM CASE STUDY Direct switching between the upper and lower rails is pro-

Throughout this paper, we will use normalized quantitie8iPited, i.e. ||Au(k)[l < 1 is imposed withAu(k) =
Extending this to the time scale one time unit corresponds %(¥) - “(k = 1). o _ _
to 1/w, seconds, wherev, is the base angular velocity. Sv_wtchmg losses arise in the mverte_zr when turning the
Additionally, we will use&(t), ¢ € R, to denote continuous- semiconductors on or off and commutating the phase current.
time variables, and(k), k € N, to denote discrete-time These losses depend on the applied voltage, the commutated

variables with the sampling intervdl, = 25 s. current and the semiconductor characteristics. For Iategr
Gate Commutated Thyristors (IGCT), with the GCT being the
A. Reference Frames semiconductor switch, the turn-on and turn-off losses aan b

. T well approximated to be linear in the dc-link voltage and the
All variables g .. = [Sa & &7 in the thrTee_-phase SyStemphase current. Yet for diodes, the reverse recovery logges a

(abe) can _be transformed @49 = [€a & &l in the orthog- linear in the voltage, but nonlinear in the commutated cutre

onal rotatingdq0 reference frame througdl, o = P(¢) €ape. As shown in [4], [21], the switching losses can be derived as

Wﬁere(p denotes;hﬁbangle fb(;tweefn thax";‘ of theBthr(ie— a function of the switching transition, the commutated jghas
phase systgm an thieaxis O, the reference frame. By allgn-,, ront ang its polarity. The turn-on (energy) loss of a GCT,
ing the d-axis with the motor’s rotor fluxy also corresponds ¢ . example, is given by

to the rotor’s angular position, see Fig. 2. The transfoiomat

matrix is given by Eon = €on %Vdciph, 2
) , 27 , 2 ) . .. . . .
cos(p)  cos(p— ) cos(p+ ) where eon is @ GCT specific coefficient, which is readily
P(p) =3 |=sin(p) —sin(p—3F) —sin(p+%)| . available from the manufacturers data sheets, gads the
z : z phase current. For the GCT turn-off and diode reverse regove

(1) losses, similar equations can be derived.

The reference frame rotates with the angular spegd= ) .
d/dt. C. Induction Machine

The stationary (i.e. non-rotating)30 reference frame is  The machine considered here i8.akV and50 Hz squirrel-
obtained by setting botl» andwy to zero. Thed- andg-axes cage induction machine rated 2MVA. A summary of the
are then referred to ag- and g-axes, respectively, with th& machine parameters can be found in Table I. The induction
axis remaining unchanged. The transformation fromdaieto machine is modeled in thes reference frame using the-
the a30 reference frame is defined throughs, = P(0)¢§ and -components of the stator and rotor flux linkages per

abe*



secondysa, ¥s8, Yra @andi, g, respectively, as state variables. 8
The rotor speed dynamic is neglected and the rotor’s angular A
speedw, is assumed to remain constant within the prediction ¢
horizon.

The model parameters are the stator and rotor resistances
R, and R,, and the stator, rotor and mutual reactandgs,
X;, and X,,,, respectively. Introducingy, = [1sq ¥ss]” and
accordinglysp,. andwvg, the state equations of the machine can
be written as [22]

W, o X o X
dt - R3D¢3+RS D ¢r+v8 (3a)
dv,. o X X 0 -1

a —RT?%‘RT%*“TL 0 1”’7‘ e

With X, = Xjs4 X, X, = X+ X, andD = X, X, — X2,.

The electromagnetic torque is given by Fig. 2: Stator and rotor flux vectorgh, and«),. in the dg-reference frame,

which rotates with the angular velocityy. The target window around
(4) the stator flux referencep, ¢ is indicated by straight (red) lines, which
correspond to the upper and lower bounds on the torque ator stax
) o magnitude, respectively. The stator flux vector is driverth®y voltage vector
with the load angl®, which is the angle between the stator and,. The dashed (black) lines indicate the rectangular set fichwthe state-

rotor flux vectors. Moreove®, = ||1,|| and ¥, = ||+, || de- feedback control law will be derived

note the length of the stator and rotor flux vector, respebtiv

For more details on the modelling of the induction maching, ,itude of the stator flux vector are defined accordingly as
the reader is referred to [1], [2], [4] and [22]. U, ref, s max and Uy min.

For a given rotor flux vectot,., the references on the torque
and stator flux magnitude can be translated into an equivalen
reference stator flux vectop, ., as shown in Fig. 2. The

The control problem is to keep the machine’s torque and si@per and lower torque and flux magnitude bounds can be
tor flux magnitude within given bounds around their respecti translated accordingly into the stator flux space, spaniyed b
references. During transients, a high dynamic performéasceits d- and g-components. These bounds are thus equivalent
to be ensured, i.e. a short torque settling time in the rarfigeto a target window in the space of the stator flux vector.

a few ms. Under steady state operating conditions, the tokaeping the stator flux vector within this window is equivatle
harmonic distortion (THD) of the current is to be kept smalto maintaining the electromagnetic torque and the stator flu
so as to reduce the copper losses and thus the thermal logsagnitude within their upper and lower bounds, thus engurin
in the stator windings of the machine. In addition, to avoithat the desired electromagnetic torque is generated aatd th
problems with the mechanical load, such as wear of the shifé machine is appropriately magnetized.

and the possible excitation of eigenfrequencies of the,Ibel  Under steady-state operating conditions, the target windo
torque THD needs to be kept at a minimum. rotates in synchronism with the rotor flux vector. Specifical

Regarding the inverter, the switching losses in the semicahe target window is stationary within thiy reference frame,
ductors are to be minimized. An indirect way of achievingthiwith the torque bounds being parallel to tieaxis, while
is to reduce the device switching frequency. the flux bounds are ring segments around the origin. During
transients, such as torque steps, the target window isedhift
B. Target Window along theg-axis. In this case, violations of the target window

Let T, rer denote the reference of the electromagnetic torqueight occur, and the stator flux vector is to be moved back
The upper and lower torque bounds are given Bymax into the target window as quickly as possible, so as to ensure
and T, min, respectively. The reference of and bounds on theminimal torque settling time and to avoid too high or too

low a stator flux magnitude.

Xm
Te = TI[JT X ’l[Js = sin(@)\lls \I/T,

I1.
A. Control Problem

MPC PROBLEM FORMULATION

Induction | Voltage 3300V Rs 0.0108 pu . -
machine | Current 356 A R,  0.0091pu C. Model Predictive Control Principle
Real power 1.587MW | X;,  0.1493pu The drive control problem can be addressed by adopting the
Apparent power  2.035MVA| X, 0.1104pu notion of model predictive control (MPC) [6]. Specificall,
:;Z:g:gspeed 55092fpm Xm  2.3489pu discrete-time model of the drive system is used to predit th
machine’s response and the switching effort as a function of
Inverter | Vae 1.930pu |

TABLE [: Rated values (left) and parameters (right) of thevelr

possible switching sequences over a long prediction horizo
At each time-step, the controller computes a sequence of



switch positions over the prediction horizon that keeps tlipantify the degree of a bound violation, we introduce for
torque and stator flux magnitude within the imposed bounttse torque
and minimizes the switching frequency or losses. Out of this

sequence, only the first gating signal is applied to the tever Te = Temax 1 Te > Te max
and the optimization step is repeated with new measurements er =14 Tomin—Te if To < Tomin (8)
at the next sampling instant. Typically, the sampling indér 0 else.

is with T, = 25 us very short, while the prediction horizon

entails up to 160 steps and is thus up to 4ms long [4].  The rms bound violation of the torque over the prediction

D. Optimization Problem horizon can be captured by

Writing the above control problem as a closed-form opti- ) kN, —1
mization problem leads to er(k) = N Z (ET(Z))Q. )
* . P _
J (@ (k) u(k = 1) = min (Jsw + Jond) (5a) =k
B For the stator flux magnitudey andeg are defined accord-
S-ta(l+1) = Az(() + Bu(() (5b) ingly. The second term in the objective function (5a),
y(l+1) =g(xz(l+1)) (5¢)
y(l+1) €Y or g, (l+1) < eyl (5d) Jond = q €, €, (10)
Helu Au(f)]|oo <1 5 . I .
wl) U, llAulblle < (5e) penalizes the rms bound violation of the output vector, Whic
Ve=F,....;k+Np—1, CUNEN €, = ler ey]T. The parameter is a positive scalar

with J* denoting the minimum of the objective functionWeighting term.
J = Jsw+ Jong. The latter is a function of the state vector
T = [Ysa Ysp Vra uJTﬁ]T at the current time-instant F. Internal Prediction Model

and the switch positionu(k — 1), which was set in the The internal prediction model is derived by rewriting the

previous control cycle. The sequence of control infilts) = continuous-time machine equations (3) in the state-space f
[w?(k),uT(k+1)...,u”(k+ N, —1)]T over the prediction q . A

. . . L(t) = Fx(t) + Gu(t). The exact Euler discretization
horizon N,, represents the sequence of inverter switch posi . . . . )
. . S . method is used to derive the discrete-time matrices
tions the controller decides upon. The objective functisa) (
is minimized for allU (k) subject to the dynamical evolution A FT -1

. : : = sandB=—-F (I - A)G 11

of the machine (5b), its outputs (5c) and the constraint3 (5d ¢ ( ) (11)

aqd (5e)_. The variables in (5) are defined in the remainder @f he discrete-time state-space representation of trehime

this section. model (5b), withe denoting the matrix exponential;, the

E. Objective Function sampling interval andl the identity matrix. As mentioned
earlier, the motor speed is assumed to be constant within the
[)trediction horizon—the speed is thus not part of the state
vector but rather a parameter of the model (5b).

The objective function consists of two parts: The first pa
Jsw captures the switching effort. Specifically,

| BN
Jf:N_p > llAu(0)]) (6) G. constraints
l=k

represents the sum of the switching transitions (numberThe lower and upper bounds on the torque and stator flux

of commutations) over the prediction horizon divided b r?gthdf fpr{ngge_sg]?: [Teami”’Te’ma"] thlg{svmi“.’%’max]' ;
the length of the horizon—it thus approximates the shor}- € constraint (5d) is imposed componeniwise, 1.e. Seglgra

term switchingfrequency. Alternatively, the switching (power) kor the ttorqtue 9“& th.e St."f:;(.)r f![uxbmag dmtl{[(:]e' Ifﬁ: tm:e-s:ep
losses can be directly represented through an output variable IS within 1ts bounds, then it has 1o stay

within them. This is the standard case during steady-sfate o

1 FrAt eration. If, however, at time-stépa variable violates a bound,
Jp = Esw(z(0),u(l),u(¢ —1)),  (7) then it has to move closer to the bound at every time-étep
P=k within the prediction horizon, wheré=k,... .k + N, — 1.

which is the sum of the instantaneous switching (energy)The constraint (5e) limits the control inputto the integer
lossesFEs, over the prediction horizon. Note that, accordingaluestd = {—1,0,1}* available for the three-level inverter.
to (2), Esw is a function of the stator curremg, which in turn  Switching in a phase by more than one step up or down is
depends linearly on the state vectorIn (5a) we either use not allowed. This is enforced by the second constraint i), (5e
Jsw=J¢ Or Jsw = Jp. [[Au(f)||oc < 1, which limits the elements iMu to +1.

The drive’s output vectoy = [T, ¥,]7 represents the These constraints have to be met at every time-étefithin
electromagnetic torque and the stator flux magnitude. Tioe prediction horizon.



Dlnk } 2d) Push these sequences onto the stack.

“rel : i""“ > Minmizaton of u 2e) Stop if there are no more nodes with non-empty switch-
£_ srefp 2 T = ing horizons. The result of this are the switching se-
Speed Predgictionof | | MPDTC quencedJ’ (k) over the variable-length prediction hori-
controleer A is zons N}, wherei € T andZ is an index set.
@=‘) 3) Compute for each sequené¢e= 7 the associated cost
J;, as defined in (5a).
s ¥ Observer 4) Choose the switching sequent€ = U’ (k) with the
minimal cost, wher@ = arg min;c7 J;.
i D Gnonay3) Apply (only) the first switch position* (k) out of this
Fig. 3: Model predictive direct torque control (MPDTC) fovaltage source Seque.nce and execute the above procedure again at the
inverter driving an electrical machine next time-step: + 1.

For an in-depth description and analysis of this algorithm,
the reader is referred to [2] and [4]. It is straightforwaad t
IV. "M ODEL PREDICTIVE DIRECT TORQUE CONTROL consider the balancing of a neutral point potential, seg[2]g
A. MPDTC Solution Approach [4], and of other internal voltages of the inverter, as shown
[12]. Branch and bound techniques can be used to reduce
e computation time by an order of magnitude [24]. Smart
xtrapolation methods can be used to increase the accufacy o
t g predictions [23]. Infeasible states, so called deddlocan
ube largely avoided, by adding terminal weights and terminal
constraints [25] to (5). A deadlock resolution strategy hesn
groposed in [3].

The above optimization problem can be solved in real—tini
by a tailored approach that relies on the fact that switclisng
mainly required in the vicinity of the bounds or when boun
have been violated. When the torque and stator flux magnit
are well within their bounds, switching is not required ahd t
switch position is frozen.

This gives rise to two different prediction horizons—th As shown in Fig. 3, MPDTC constitutes an inner torque and
switching horizon (the number of switching instants withirﬁu -

the horizon, i.e. the controller’s degree of freedom) arel th x control loop, which is typlcally augmentgd by an outer
sspeed control loop. Depending on the operating point (speed

pred|ct|on horizon (the number Of. time-steps MPDTC quk nd torque) the torque and stator flux bounds are adjusted by
into the future). Between the switching instants the SWItCa external loop so as to maintain an acceptable switching
positions are frozen and the drive behavior is extrapolatﬁg Lenc

until a bound is hit. The concept of extrapolation leads to q Y-

long prediction horizons (typically 100 time-steps), vehihe V. CONTROL LAW FOR A GIVEN ROTORFLUX VECTOR
sw!tch!ng hor_|zon IS very short (usually one to three). The g giate feedback control law is the optimal control input
switching horizon is composed of the elements 'S’ and 'E;, represented as a functiasf the state vector: over the
which stand for 'switch’ and 'extrapolate’ (or more genéyral state-spaceX’ of interest, i.e.

‘'extend’), respectively. We use the task 'e’ to add an oplon

extension leg to the switching horizon. For more detailsudbo u* (k) = fupc(z(k)), xe€X. (12)

the concept of the switching horizon, refer to [4]. The functionfypc can be evaluated by executing the MPDTC

B. MPDTC Algorithm algorithm summarized in the previous section. In a closegb |

he drive’ is fully d ibed by th drive control setting, these computations are performdidien
The drive’s system state is fully described by the paik) 54 i real-time. The control law is not directly availabléis

f"md“(k_ 1,)' €. thg_machlne state and the preV|o_ust Chos%@ction proposes a technique to compute offline the control
inverter switch position. Based on those, the optimal adntr,

input w*(k) can be computed according to the following
procedure. A. Assumptions and Settings

1) Initialize the root node with the current state vector In the sequel, the per unit (pu) system is adopted. The
x(k), the switch positionu(k — 1) and the switching pu system is established using the base quantitigs =

horizon. Push the root node onto the stack. \/2/3Viat = 2694V, Ip = V2@ = 503.5A and fz = frar =
2a) Take the top node with a non-empty switching horizds) Hz. To simplify the notation, if not otherwise stated, we
from the stack. will drop the pu symbol from all variables and parameters,

2b) Read out the first element. For'S’, branch on all feasibiecluding the speed, torque, stator and rotor fluxes, and the
switching transitions, according to (5e). Use the internabrresponding upper and lower bounds.
prediction model (5b) to compute the state vector at theln general, not the whole four-dimensional state-space is
next time-step. For 'E’, extend the trajectories either bgf interest. Assume that the machine operates with a canstan
using extrapolation, as detailed in [1], [2], or by usingotor flux magnitude. This reduces the dimension of the state
extrapolation with interpolation, as proposed in [23]. space from four to three, with the remaining state variables
2c) Keep only the switching sequences that meet (5d). being the stator flux vector i andg, and the angular position
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Fig. 4: State-feedback control laws, i.e. inverter switdsifon v* (k) as a function of the state vectar(k), for the inverter switch positiont(k — 1) and

the rotor flux anglep(k). Predicted stator flux trajectories are shown as black lindsle the target window is indicated by straight (red) ind@he (red)
arrows indicate the voltage vecton$.not otherwise stated, the rotor flux angledgk) = 0°, the speed operating point is- = 1, and the current switch
position isu(k — 1) = [-1 0 — 1]T. In all cases, the switching horizon 'SE’ is used



of the rotor flux vectory. We also assume, without loss Moreover,selectedpredicted stator flux trajectorieshich

of generality, that the machine operates at a constant spematrespond to the respective control input, are shown fer se

This implies that theiq frame rotates with a constant angulaeral regions. Every second sampling instant (i.e. e%@rys)

velocity. along the trajectories is indicated by a small circle. These
The operating point is at nominal speed and torque, ifajectories start at selected stator flux vectors and teatai

wy, = 1 andT, et = 1. For the machine with the parametersvhen a bound is about to get violated, thus predicting that

given in Table I, at steady-state, the magnitude of the rotswitching will be required at this point in the future. The

flux vector is|v,.|| = 0.92 and the stator flux referencelength of the trajectories corresponds to the predictiaizba
vector in dq is v, r = [0.972 0.235]T. The bounds on N,. In Fig. 4(a) for example, for the stator flux trajectory
the electromagnetic torque are chosen Bsnn = 0.85 starting in the lower right region with* (k) = [-1 1 — 1]7,

and T, max = 1.15, whereas the bounds on the stator fluthe prediction horizon isV, = 53 steps or 1.325ms long.

magnitude arel; min = 0.97 and ¥, nax = 1.03. This defines Also note that in thelq reference frame, in general, voltage

the target window aroungp, .. vectors move the stator flux along curved rather than sttaigh
Consider the switching horizon 'SE’and the objective trajectories.

function J = Jp + Jpng, Se€ (5a), (7) and (10yvhich targets

the switching losses. The penalty on the bound violation & Analysis and Observations

set tog = 2, see (10).The control law is derived for stator |n the following, details about the individual control laivs

flux vectors within the dashed rectangle in Fig. 2 and for thEg. 4 are provided. The control law in Fig. 4(a) is based @n th

rotor flux anglep(k) = 0°. The dashed rectangle is centereglssumptions and settings stated in Sect. V-A. The switching
around the stator flux reference vector, its edges are phtall |osses are minimized. The current switch positionuis: —

the d- and g-axes, and the length of its edges is chosen to hg¢ = [-1 0 — 1]7, while in Fig. 4(d) it is the zero vector
0.16 pu.The edge length along with the rotor flux anglék) u(k —1)=1[00 0],

defined aboveletermines the subsé of the state-space, in  The resulting regions have clearly defined borders, forming
which the control law is to be computed. distinctive areas in the state-space, in which the sameaont
B. Aloori input (switch position) is used. When the stator flux vector

. Algorithm . ) e . L

at time-stepk is within the target window,switching is

_ In order to compute the control law, the stator flux vectQ{ot required and thus avoided, as exemplified by the almost
is varied within the dashed rectangiown in Fig. 2 Specif- yertical trajectory in Fig. 4(a). This characteristic wiie
ically, a fine grid is generated along thle and g-axes that explained in more detail in Sect. V-Bs a result, within the
corresponds to stator flux positions within the rectanghese target window, the control law heavily depends ok — 1),
grid points, along withy and||+), || fully define the machine’s sjnce this largely determines the switching losses andtthes
state vectorc. Then, for a given switch positioa(k —1), the  gyerall cost.
optimal control inputw” (k) can be computed for each grid the controller predicts when the target window will be
point, yielding the state-feedback control law. The latten jsjated and aims to switch such that any violation is avdide
be stored in a table. As an example for this, consider in Fig. 4(a) the lower edge
C. Sate-Feedback Control Law of the target \_/vind_ow, which refers to the lower torque bound.
Here, switching is performed already when the stator flux
f& one sampling interval away from the lower torque bound.
This time-interval translates to different distances ia sate-
space, depending on the velocity of the voltage vectorivelat
to the dg frame. This can be observed when comparing
I'—tigs. 4(a) and 4(dwith each other. The voltage vector in
Fig. 4(d) roughly points in the same direction, but its vélpc
is significantly higher. As a result, the band around the towe

positionsof these regions are indicated using the notatign ¢ bound. in which switching i f d i .
0 and —. For examplep0— refers tou*(k) = [0 0 — 1]7. ;)rrgsre ound, in which switching is performed, is accortiing

The target window is shown as the slightly curved parallel When the stator flux vectaignificantly violateghe target

ogram with straight .(red) lines. The (red) arrows Corfem window, however, the control laws tend to become sirjlar
the voltage vectors idg. The length of these arrows |nd|c:ate§rrespective ofu(k — 1). This can be seen when comparing
the amount by which the stator flux vector is moved Withi&igs 4(a) and 4(d), which only differ with respectaok—1)

100“.3' This hi_ghlightsthe di_fferent vel_ocities by_ Wh_iCh_ and The reason for this is that well outside of the bounds, the
the directions in which the different switch combinatiomive

the stator flux vector relative to the rotatidg reference frame. 274 pe precise, the differential mode of the voltage vectesomes similar.

As an example for this, consider in Fig. 4(d) the region with(k) = [0 1 0]”
1Recall that 'SE’ implies that switching is considered ontytime-stepk.  that corresponds in Fig. 4(a) to the region with (k) = [-1 0 — 1]T.
From time-stepk 4+ 1 onwards, the switch position is frozen and the outpuThe voltage vectors have the same differential mode valtagea different
trajectories are extended or extrapolated until a boundt.is h common mode.

Several control laws, which resulted from this procedur
are shown in Fig. 4. Theptimal switch positiona.* (k) are
plotted in the two-dimensional state-spaspanned byi,.
Different shades of grey refer ttifferent switch positionsAs

the sameswitch position forming distinctive regions in the
state-space, which share the saocomtrol input The switch
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Fig. 5: Predicted switching effort, discounted over thedjprgon horizon, as a function of the state vectefk) for the current inverter switch position
u(k—1) =[-10 —1]T. The target window is indicated by straight (red) lin@he two figures relate to Figs. 4(a) and 4(b), respectively

bound violation termJyng, Which is independent ofi(k — 1), effort at the transition changes in a step-wise fashion,nvhe
dominates in the objective function over the switching gffomoving from one region to a neighboring one. This can be seen
term Jsy. Moreover, the second constraint in (5d) ensures thattthe boundary between the regions with(k) = [-10 —1]7
only voltage vectors are considered that move the stator flarndu*(k) = [0 1 — 1]7. When moving from the first region
vector closer to the target window. towards the second one, the control input ceases to meet the
When minimizing the switching frequency instead of theconstraint, triggering a switching transition and a stépew
switching losses, only minor alteratioimsthe resulting control change in the switching effort.
law result, as shown in Fig. 4(b). Differences arise mosithw  Next, consider the control law depicted in Fig. 4(c), which
regard to the common mode of the voltage vectors, as canib@btained by settinghe weightg to zero. As a result, only
seen in the upper left corner of the figure. When a switchirife switching losses are penalized, but no incentive isideav
transition fromu(k — 1) = [-1 0 — 1] to a zero vector is to move the stator flux vector quickly back into the target-win
required, two options exist, namelyk) = [-1 —1 —1]" and dow. This greatly enlarges the region, in which the previpus
u(k) = [0 0 0]7. The first option involves only one switchingapplied control input is maintained, i.e*(k) = u(k — 1).
transition, which is preferable when minimizing the switch In this region, as exemplified for the two predicted stator
frequency. The second option involves two switching trarflux trajectories shown in Fig. 4(c), the degree of the bound
sitions with—in this particular case—very small currents iviolation decreases at every time-step. The second camistra
the corresponding phases. Therefore, when minimizing thre(5d) is thus met, but the convergence rate is slow for the
switching losses, it is advantageous to switch twice, astleaight trajectory. Note that this trajectory terminates wribe
in this particular example. lower torque bound and hence the constraint (5d) is about to
These differences are also reflected in Fig. 5, which sholse violated.
the predicted switching efforts for the two control laws Fig. 4(e) shows the control law when lowering the speed
discussed above. The predicted switching losses in kW agerating point taw, = 0.1. The stator flux trajectories are
obtained by dividingJp by 10007,. A subsequent division now effectively straight lines and the zero voltage vectaidis
by 12 yields the average switching losses per semiconduci@®@ very slow stator flux movement relative to thereference
devicé€, which are depicted in Fig. 5(a). The device switchinffame.
frequency is obtained accordingly. So far, we have investigated control laws only for the case
It can be seen that the surfaces of the switching efforts aMere the rotor flux angle ig(k) = 0°. Fig. 4(f) shows the
smooth within the region&¥hen moving from one region to acontrol law foro(k) = 30° at nominal speed. When compared
neighboring one, the transition is smooth, if both contesvg to the casep(k) = 0° shown in Fig. 4(a), the voltage vectors
meet the constraint (5d) at the intersection. As an examp#¢ rotated by30° and the regions are deformed accordingly.
consider the regions with the control inputs(k) = [0 1 —1]7 o o
andu*(k) = [-1 1 — 1]T. If, however, one of the control E. Misualization of the Control Law Derivation
inputs ceases to meet the constraint (5d), then the swichin Additional insight in the derivation of the state-feedback
control law is provided hereafter. For this, consitgeFig. 4(a)
3Recall that an NPC inverter is used with 12 IGCTs. the control law along thé€not shown)line given by, €
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Fig. 6: Visualization of the control law derivation alongettine ¢4 € [0.89,1.054] and 154 = 0.235 in Fig. 4(a) Four out of the 12 possible switch
positions are considered: straight (blue) lines refer tepkey the current switch position, i.e.(k) = w(k — 1) = [-1 0 — 1], dash-dotted (red) lines
imply switching phases, i.e. u(k) = [0 0 — 1]7, dotted (black) lines refer to switching phasei.e. u(k) = [-1 1 — 1]T, while dashed (green) lines

relate to the case in which phasesndb are switched, i.eu(k) =[01 — 1]7

[0.89,1.054] and v, = 0.235, which corresponds to thelengths, as explained earliehs a result,these costs are—
torque reference. This line is equivalent to a one-dimeradio similar to the trajectory lengths—slightly curved linestlwi
slice through the state-space. As previously, the current discontinuities. The switching power losses in Fig. 6&ig
switch position isu(k — 1) = [-1 0 — 1]7, from which obtainedby scaling Fig. 6(b), as described in the previous
transitions to 11 different switch positions are possibie, section.
accordance V.Vith the cor_lstraint (5€). In Fig. 6, we 90n5iderThe cost orthe bound violation/yng is zero, for as long as
onl_y fqur options—keeping the current switch position anﬁ]e stator flux trajectory remains with the target windowisTh
swfcchlng to three NEW ones. For some state vectors, Ceft the case when the initial state of the stator flux is within
options ‘are not possible, €.g. keeping the current switgh, window, as shown in Fig. 6(c). As the starting point of
position fory,q < 0.94 would violate the constraint (5d). the stator flux trajectory moves away from the target window,
Fig. 6(f) shows the lengths of the predicted stator flux trahe cost on the bound violation increases in an approximatel
jectories. Due to the rotation of the reference frame, thinss quadratic fashion, due to the quadratic formulation used in
are slightly curved, but they also exhibit distinctive cgesin (10). The slopes differ between the various switch positjon
their slopes. Slope changes result, when the bound, at whigitording to the predicted rms violation of the bounds. For
the trajectory terminates, changes. Belgw; < 0.955, the ), > 1, for example, the switch positiom(k—1) = [-1 1 —
straight (blue) line terminates at the lower flux bound, @hil1]” brings the stator flux vector significantly faster back into
above this threshold it terminates at the lower torque bpunfle target window tham(k —1) = [-1 0 —1]” does. This is
see also Fig. 4(a). obvious from Fig. 4(a) and is reflected in Fig. 6(i) that the
The switching energy losses in Ws depend on the comnf@rmer switch position entails a lower penalty on the bound
tated stator current, which in turn is a linear combinatién ¢iolation.
the stator and rotor flux vectors. The switching energy 9Sse The total cost/ in Fig. 6(a) is the sum of the costs on the
thus depend linearly on the stator flux components. This dgjitching effort and on the bound violation, which are shown
confirmed by thedistinctively straightines in Fig. 6(e). in Figs. 6(b) and 6(c), respectively. By minimizing the tota
The cost on the switching efforky, in Fig. 6(b) is obtained cost, the optimal control inpui* (k) is derived. Foryq <
by dividing the switching energy losses by the trajector§.94, u(k—1)=1[00 —1]7 andu(k—1)=[01 —1]7 yield
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Fig. 7: State-feedback control law for the switching honiZzZ8ESE’ and the inverter switch positiam(k — 1) = [-1 0 — 1] This figure corresponds to

Fig. 4(a) with the switching horizon 'SE’

similar costs. The first switch position incurs a lower switgy can be reconstructed, though, from the direction and vigloci
effort, but tends to be slower in bringing the stator flux wect of the predicted stator flux trajectory. In genera({) does not
back into the target window. Therefore, in the intef@d2 <  coincide with the switch position* (k) of the region in which
Ysa < 0.94, the former is chosen as the optimal control inpuhe second switching is predicted to occur. As an example,
u*(k), while for ¢4 < 0.92 the latter is optimal. Within consider the dotted predicted trajectory in Fig. 7(a) asd it
the target window and when slightly violating the upper fluswitching transition at the lower flux bound. The control law
bound, i.e. for0.94 < s < 1, it is optimal to not switch, associated with the region in which this transition is pceet

i.e. to useu*(k) = u(k — 1). For significant violations of the to occur isu*(k) = [0 0 — 1]¥, while the second switch
upper flux bound, i.e. fotysq > 1, u*(k) = [-11 —1]T is position isu(¢) =[0 1 —1]%.

optimal. Second, switching is also performed well within the target
F. Analysis for Longer Switching Horizons window, as can be seen in Fig. 7(a). Consider the predicted

So far, the analysis has focused on the switching horizJfi€ctory with the straighlownward-pointingine, for which
'SE". In this section, longer switching horizons are coesit, switching is postponed until the lower torque bound is about

using 'SESE’ as an illustrative example. The same assunfg-P€ hit. When moving towards this bound, the number of
tions as previously are used, as summarized in Sect. V-AEPS; over which the switching effort can be depreciatets g
Specifically, the switching losses are minimized, the mresly Smaller and smaller, up to the point, where switching preemp

applied switch position isu(k — 1) = [-1 0 — 1]7, and the tively becomes cheapdahan further delaying the switching
rotor's angular position is(k) = 0°. ’ transition. As a result, the region with the control input

Using the same algorithm as before to compute the state-(k) = [-11 fl]T is extended well into the target window.
feedback control law, the latter is shown in Fig. 7. Adhis is exemplified by the dotted trajectory. Therefore, whe
previously, several predicted stator flux trajectoriessirewn OPtimizing over multiple switching transitions, it may be
as (black) lines with every second sampling instant beifgneficial to switch preemptively.
indicated by a small circle. Three features distinguish the Third, some regions magot havewell-defined boundaries,
control lawwith the switching horizon 'SESE’ from the oneas can be observed in Fig. 7(b) between the regions with
with 'SE’. u*(k) =00 — 1T andu*(k) = [0 1 —1]T. Two example

First, switching isscheduled to b@erformed twice within trajectories are shown, which start from very similar stato
the prediction horizon, namely at the current time-step flux positions and provide—despite their different switahi
and again when a bound is predicted to be hit. As a residequences—very similar overall costs. By perturbing k)
two different switch positions are used within the predioti slightly, one or the other switching sequence is selected.
horizon, leading to distinctive vertices in the predictéat@ This phenomenon results from the fact that MPDTC operates
flux trajectories. The control law refers to the first switclin the discrete time-domain and that the trajectory length
position, i.e. to the optimal switch position at time-step is a natural—rather than a real—number. It is obvious that
u* (k). The second, predicted switch position, s&¥), ¢ > k, the length of the upper trajectory is very sensitive to small
cannot be directly observed from the control map in Fig. 7. pterturbations i (k)—shifting (k) slightly along thed-



to compute the control law over an angle span of & ¢ to
fully characterize the controller. The switching efforncalso
be plotted, similar to Fig. 5.

VII. CONCLUSIONS

Unlike field oriented and direct torque control, the control
law is not directly available in model predictive control P@),
including model predictive direct torque control (MPDTC).
This paper showed a straightforward method to compute the
state-feedback control law and—by analyzing and inteipget
it—provided new insight into MPDTC.

v The derivation and visualization of the control law is
0 10 20 20 40 0 60 paramount during the design process of the controllergsiinc
(k) enables one to analyzend understanthe controller’s choices,
Fig. 8: State-feedback control law along the lower flux bowfidhe target t0 assess the impadifferent objective functions have on the
window fOfYﬁ(k - 1)ﬂ: [-10 - éf]; V¥]h8ff>wék) rerllresents thehangular closed-loop behaviorto understand the impact of switching
e ectr 1L e ) ngle elyeer e silorconsiraints, and 1o evaluate the influence of phenomena such
'SE’ is used as model uncertainties, observer noise and unaccounted for
dc-link voltage fluctuations. Along with plotting the pretéd

. N trajectories, the availability of this method constitutese of
axis has a major influence on the length of the downware nain advantages of MPC over classic control methods, for
pointing second part of the trajectoriReducing the length

o . o o which the design and tuning process is usually restricted to
of the_ sampling interval r_nmga’_[es this ISSUE. It is impatta running closed-loop simulations, and trial and error tierss.
to point out that both trajectories effectively have the sam Furthermore, with this tool at ones disposal, the following

cost and thus provide the same performance, making i@y are envisioned to be achieved in the near futurefisgabi
choice between the two irrelevant. In order to avplq syvnghl analysis, feasibility analysis, reduction of the compiotzdl
repeatedly between one strategy and another, it is imPOrtaR, 1 gerivation of switching heuristics and a further-im
tha_t MPDTC’ adheres to a st_rategy once SgleCted' Th'sp'ﬁ)vement of the closed-loop performance. This tool can be
typically achieved by re-_evaluafung the control mput oafhyce used equally well for other predictive drive control contsep
a bound of the target window is about to be violated. such as one-step predictive control [13], model predictive
direct current control (MPDCC) [26], [27nodel predictive
direct power control [28] and model predictive direct baiag
control [29]. It is also straightforward to address multi-level
We have seen in Sect. V-Ehat during steady-state oper-inyerter topologies and to include the neutral point pagnt
ation, when the stator flux vector is kept within the targef the considerations. Since its inception, the derivatibthe
window and the switching horizon 'SE’ is used, switchingtate-feedback control as described in this paper has prove
is performed effectively only along the edges of the targg§ pe instrumental in analyzing and improving MPDTC. This

VI. CONTROL LAW ALONG AN EDGE OF THETARGET
WINDOW

window. includes the stability proof for MPDCC in [30].
To gain insight into the dependency of the control law when
varying the rotor flux angle, one can compute the control law ACKNOWLEDGMENT
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