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Abstract—Control and modulation schemes for electrical drives 2007 [14] and later generalized to enable even longer predic
synthesize switched three-phase voltage waveforms that cootr tion horizons [15]. A recently proposed derivative of MPDTC

the electrical machine. Particularly in medium-voltage applica- g podel Predictive Direct Current Control (MPDCC) [16].
tions, the aim is to minimize both the switching losses in the

inverter as well as the harmonic distortions of the stator currens 1€ aim of this paper is to review and compare two of
and the torque. For a given modulation scheme, lower switching the emerging predictive control methodologies, namelg-on
losses usually imply higher distortion factors and vice versa. As step predictive control with reference tracking and MPChwit
zggwg‘ei%égfﬂggge{; fOE{ ﬁu'ﬁ&%?éhfﬁggg:]aﬂg?é(;if‘citsivgaggr']?:gl long prediction horizons and bounds with each other. Both
concepts are rapidlyyemerygeng. Their characteristic hyperbolic schemes are ava|lablg as current controllers as well asdorq
trade-off functions are derived and compared with each other @nd stator flux magnitude controllers. The second objective
and with the one of pulse width modulation. It is shown that iS to benchmark these predictive schemes with established
predictive schemes with long prediction horizons shift the trade- control and modulation methodologies, namely FOC with
off point towards the origin thus lowering both the switching pylse Width Modulation (PWM) or Optimized Pulse Patterns
loslsnedst‘axar'll'grms?—hégwt(r)gll%géisgw)géiour;gﬁon schemes, model predic- (OPPs). At steady-state operation, the key performanterieri
tive control, pulse width modulation, optimized pulse patterns, &€ the switching losses in the inverter and the harmonic
medium-voltage drives, performance trade-off, benchmarking distortions of the stator current and the torque. The trade-
off between the switching losses and the level of distortion
is well-known and fundamental to power electronics. As will
be shown in this paper, the product between the two is equal

Variable speed drive systems based on \oltage Sout@ea constant, which depends on the control and modulation
Inverters (VSI) consist of an active or passive (grid-caited) scheme, thus giving rise to a hyperbolic performance trade-
rectification stage, a dc-link with capacitors, a machiite-s off curve. Through analysis and simulations the location of
inverter and an electrical machine. In the medium-voltagbese hyperbolas is determined for each scheme. It is shown
domain with power levels exceeding one megawatt, Neutt@lat long predictions horizons in MPC schemes significantly
Point Clamped (NPC) three-level inverters are the standadhance the performance, while overly short horizons might
choice when considering VSIs [1]. For such drives, the twiead to results inferior to PWM.
control schemes traditionally employed are Field Oriented The comparison is intended to be general and independent
Control (FOC) [2] and Direct Torque Control (DTC) [3].  from the machine, power rating and semiconductors used. To

Recently, the power electronics community started to adoghieve this, a drive system setup with as few parameters
the concept of Model Predictive Control (MPC) from theis possible is used, neglecting second order effects such as
control community [4]-[6]. The roots of MPC can be tracedeadtimes, delays and measurement noise. Specifically, as a
back to the process industry, where the origins of MPC weg@se study, a three-level NPC voltage source inverterrdyivi
developed in the 1970s [7]. Today, MPC is used extensivelymedium-voltage induction machine is chosen.
in industry with several thousand reported applicatioris [8

Broadly speaking, the emerging field of MPC for electrical !l. REQUIREMENTS FORCONTROL AND MODULATION
drives can be divided into two groups. The first set of SCHEMES FORMEDIUM-VOLTAGE DRIVES

approaches builds on FOC by replacing the inner (current)the requirements for control and modulation schemes can

control loop by MPC and keeping the modulator in placge grouped into requirements relating to the machine and
Examples for this include [9] and [10]. In the second varietyeqyirements relating to the inverter, respectively.
MPC directly manipulates the inverter switch positionssthu

superseding a m_odulator. The latter scheme is available wi Reguirements Relating to the Electrical Machine
a prediction horizon of length one, see e.g. [11], [12], or _ )
with longer prediction horizons encompassing up to 100time With regards to the machine, the demanded electromagnetic
steps such as in Model Predictive Direct Torque Contréprque is to be produced, the torque is to be quickly adjusted
(MPDTC). MPDTC can be considered as a advancement%#”ng load a_md/or speed transients or faults, and the maish[
DTC, where the look-up table is replaced by an online MP&irgap flux is to be controlled so as to keep the machine
type optimization stage. MPDTC was developed in early 200@ppropriately fluxed. The switched voltage waveform of the
see [5] and [13], experimentally verified on a 2.5 MVA drive irlnVerter causes harmonic current distortions that give t&s
copper losses and thus to thermal losses in the stator. Since

T. Geyer is currently with the Department of Electrical anch@ater Engi- the capability of cooling the rotor is limited, particularat
neering, The University of Auckland, New Zealand; e-mageyer@ieee.org low speed, the current harmonics have to be kept small.

I. INTRODUCTION
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harmonic amplitude componefit®. The harmonic distortion
-7 of the electromagnetic torque is defined accordingly.
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- B. Switching and Conduction Losses

T The switching losses depend on the applied voltage, the
- 1 commutated current and the semiconductor characteristics
= Considering Integrated Gate Commutated Thyristors (IGCTs
“““ T 234 with thg GCT being the semiconductor svyitch, the switch—on
Commutated phase current [KA] and switch-off losses can be well approximated to be linear
Fig. 1: Switching losses as a function of the commutated ctuifoerthe GCT In t.he de-link VOItage and t.he phase Cur.rem' For a diode, the
and the diodes. The GCT turn-on losses are indicated by theddblue line, SWitch-on losses are effectively zero, while the turn-offides,
the GCT turn-off by the dash-dotted green line, and the sevezcovery losses the reverse recovery losses, are again linear in the voltnge
are the straight red line nonlinear in the commutated phase current.

Observing that in an NPC inverter the voltage seen by each

The mechanical load usually requires a smooth torque. &miconductor is always half the total dc-link voltage &
low harmonic torque distortion corresponds to a small terqbﬂpe turn-on (energy) loss of theth GCT

ripple that limits the mechanical stress and wear of thetsha
the bearings and the load. Moreover, the risk of exciting E o —e lVd ioh @)
torsional eigenmodes of the drive train is minimized. pon T on o e

Apart from that, the insolation of the stator winding has tqhere ¢,, is a coefficient andiyh is the phase current. For

be rated for the appearinty/dt. The latter mainly depends onthe GCT turn-off and diode reverse recovery losses, similar
the voltage per semiconductor and its switching charatieri equations can be derived.
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(slope), but not on the modulation scheme. As shown in [15], [17], by inspecting the phase leg topology
_ _ and the commutation paths, the switching losses per phase
B. Requirements Relating to the Inverter transition can be derived. Since the commutation depends

Due to the high currents and voltages in the medium-volta@@ the polarlty of the phase current, the cases with positive

domain, the switching losses in the inverter can be subatant nd negative phasel current need to be “fea‘ed .se'pgrately.

Thermal limitations put an upper bound on the tolerabRUMMINg up the switching (energy) losses in the individual

switching losses thus limiting the maximal inverter ratisgn Semiconductor devices (with the unit Ws) and dividing them

indirect way of minimizing the switching losses is to miniai by the elapsed time yields the average switching (powespos
:ﬁsw for the inverter (with the unit W).

the switching frequency. Even though the semiconductas ;

often water cooled the achievable switching frequency Wi;rh Using the 35L4510 4.5 kv 4kA IGCT and the 10H4520

today’s available semiconductor devices is typically tedito ast recovery diode as examp'es both from ABB, the device

a few hundred Hz. switching losses as a function of the commutated current are
For multi-level inverters additional requirements ofteisa ggglr(;ttei}r?gIrt]elr:;gérlatisr’:umm@5wc = 2600V and a nominal

such as the balancing of a neutral point potential around. ze For a NPC inverter the conduction losses can be considered

to be independent from the switching pattern. Hence, they ar

not included in the performance evaluation and not adddesse
From the requirements stated in the previous section, the i the controller objective function.

lowing performance criteria are deduced for the comparison |\ PerroORMANCETRADE-OFF FORPWM/SVM

inverter switching losses and the harmonic distortionshef t o ) .

stator currents and the electromagnetic torque. Theseriarit _FOr @ given operating point (fundamental frequency, ma-

refer to the steady-state operation conditions. Otheripless chine voltage and load torque) consider the TDD of the stator

criteria include the dynamic behavior of the controller lsucSUrrents/s oo and the switching losses of the invertgg,.

as the torque settling time during torque steps, the cdetiel |he two quantities give rise to a trade-off that is fundaraent

sensitivity to parameter variations and flux estimatioroesy {© Power electronics. Specifically, for a given modulation

etc. but these are beyond the scope of this paper, whichdecu@ethod, it is well known in a qualitative manner that redgcin

I1l. PERFORMANCECRITERIA

on the steady-state operating regime only. I rop leads to highet,, and vice versa. This trade-off can
be also shown in a quantitative way as done hereafter, namely
A. Total Demand Distortion that the product of the two quantities is equal to a constant.

This implies that reducing/; topp by a certain percentage
A suitable measure for the harmonic distortion of the curreincreases’s,, by the same amount. This constant characterizes
is the Total Demand Distortion (TDD), which is defined as
INote that the nominal current is an rms value, while the harmonic

0.5 Z 12 amplitudes are peak values. The fadios is required to translate these peak
Ve h#0*h values into rms values. Moreover, the above definition hottsaf single-
Irpp=——7—"7"—, (1) phase current only. To compute the TDD of a three-phase dyittes TDD
Trvom is computed for each, b andc current component separately and the overall

. . TDD is determined by taking the mean value of the three. The T®®rmore
where the nominal current,,, refers to the operating con-suitable means to express the harmonic distortion than the Fatrmonic

dition at nominal speed and full load of the drive. The (ha istortion (THD), which is defined similarly to (1) but is refed to the
undamental of the instantaneous current rather than of ¢neimal current.

monic) Fourier components,, & > 0, can be differentiated As a result, for small amplitudes of the fundamental currerd, THID tends
between the fundamental current compongntaind theh-th  to go to infinity, while the TDD remains effectively constant.
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Induction Motor
Y A VA Y A Voltage 3300V rs  0.0108pu
q) Current 356 A T 0.0091 pu
= Real power 1.587MW | z;, 0.1493pu
’ ZS "SZ ZS ZS *SEZS ZS ..S Apparent power  2.035MVA| z;, 0.1104pu
AL Frequency 50 Hz Tm  2.3489pu
N _L N B ] ; Rotational speed 596 rpm
— Inverter
% ) A N A A VA AN Dc-link voltage 5200V [ Vgc  1.930pu
TABLE [: Rated values (left) and parameters (right) of thevelri
Y A VA Y A

V. DRIVE SYSTEM CASE STUDY

To compare different control and modulation schemes with
each other a drive system case study needs to be chosen.
the steady-state performance of a modulation scheme. Jm[18This case study should be as general as possible to ensure
similar figure of merit was already described being the peoduthat the benchmarking results are meaningful and suffigient
of the spectral amplitudes and the switching frequencys Ttgeneral to be of value. Moreover, the comparison is intended
section extends this concept from the switching frequency to focus on the core performance behavior and characteristi
the switching losses, which appear to be of more imminegt the different control and modulation methods to establis
importance to the inverter operation. the theoretical baseline performance. To achieve thiss it i

Consider a carrier-based modulator with the carrier fré&eneficial to neglect non-idealities and second order tsffec
quencyf. and the fundamental frequengy. It is well known that typically arise in a real-world drive setting. In an ustiial
that the resulting harmonics are located at the frequefitgs controller implementation, well-known schemes are rgadil
available to compensate these effects to a large extents— thi
applies equally to traditional schemes as well as to emergin
predictive control and modulation methods.

Specifically, the assumptions made include the following.

o Dc-link: an idealized dc-link with two constant dc-link
voltage sources (without any voltage ripple) is assumed,
making an active balancing of the neutral point obsolete.

Vih,mn o Inverter: the deadtime between the commutation com-

(4) mand and the actual commutation of the current is

neglected, as well as any jitter, interlocking times, and

The latter approximation is fairly accurate since the sétels minimum on and off times for the semiconductors.

n fo around the carrier frequenciesf. quickly approach zero .« Electrical machine: the magnetic material is assumed to

asn increases, and since the carrier-to-fundamental frequenc  be linear (saturation neglected), the stator resistance is

Fig. 2: Three-level neutral point clamped voltage sourcerigr driving an
induction motor

fh,mn:mfc+nf07 m7n€N' (3)

For frequencies sufficiently higher than the fundamentad fr
guency, the resulting harmonic current is effectively tiod-v
age amplitudé}, .,,,, divided by the total leakage inductance
L, of the machine.

‘/h,,mn ~
27Tfh,mn Lo’ - 2m mfc Lo’

I h,mn —

ratio used is typicallyf./fo > 12. As a result, the amplitude
of the current harmonics is inversely proportional to theiea
frequency, i.el}, ., ~ 1/f.. The same applies to the current

constant, the skin effect in the rotor is neglected and
harmonics due to the arrangement of the windings in
discrete slots are not considered.

TDD, i.e. I, tpp ~ 1/ f., as can be seen from (1). « Controller: the delay between the sampling instant and the
Consider the turn-on switching losses over one fundamental control output due to the controller's computation time is

period T of the i-th semiconductor with the corresponding  not considered.

phase currentpn. Using (2) the turn-on losses are given by « Measurements: the voltage, current and speed measure-

ments and/or estimates are assumed to be ideal without

1 1. eon , gain errors, offsets and measurement noise.

Pion= T > Eion(t) = §Vdc?0 D lien®l, () . Load: the mechanical load is assumed to be constant.

=1

(=1
A. Drive System Setu
where /o, denotes the number of turn-on events for this ¥ P . .
device perT,. When operating in the linear modulation AS & case study, consider a three-level neutral point cldmpe
regime the pulses generated by the PWM are effectivel ltage source inverter with an induction machine, as shown

equally distributed over the fundamental period. This iepl I Fig- 2. In the arena of medium-voltage drives, this drive
ion(0) ~ iphsin(27r€i;n) for ¢ = 1,... Loy With ipy denoting configuration is being used most widely. The inverter’s ltota

. N oo dc-link voltage isVyc = 5.2kV. ABB’s 3504510 4.5kV 4kA
e ek Bl et S e e creci Tolo%S J6CT and ABB's 194520 fat recovery ode consiute he
recovéry losses. Thus, also the total switching losses iconductors with the switching losses profile shown in

; ; ; N ; Ig. 1. Switching between the upper and the lower rail is
{)orotﬁgrtslg)arlzlmtgnihe carrier frequency, i.€s ~ fe, leading prohibited to avoid a shoot through, but all other transiiare

allowed. A3.3kV and 50 Hz squirrel-cage induction machine
rated at2MVA is used as an example for a commonly
used medium-voltage induction machine. A summary of the

The same applies to Space Vector Modulation (SVM), bmachine and inverter parameters can be found in Table I.
not necessarily to OPPs, since their pulses are often natlgqu All simulations were run at the same operating point at 60%
distributed over time. speed with a 100% torque setpoint.

Lon Lon

I top - Psw = const (6
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Wy ret j De-link B. FOC with OPP

t Alternatively, optimized pulse patterns can be calculated
K e Modulator > = in an off-line procedure by computing the optimal switching
angles over one fundamental period for all possible opegati
Surrent points [21]. For a given switching frequency (pulse number)
the optimization criteria is the minimization of the weigtt
voltage distortion, which is approximately equal to thereat
distortion. OPPs are typically used in very slow controldso
such as V/f control or in non-aggressively tuned FOC loops.
§5) Encoder Figs. 6(a) and 6(d) show the resulting harmonic distortions

(optional) ) N . .. . .
versus the switching losses, where the individual simonesti
Fig. 3: Field oriented control with a pulse width or spacetweenodulator gre denoted by (red) circles.

Flux
controller

Wref :

Speed
controller

Observer

f“’ r

VI. CURRENT CONTROL SCHEMES C. Model Predictive Direct Current Control Problem
A. FOC with PWM/SVM By replacing the FOC'’s current control loop and its modula-

As shown in Fig. 3, FOC is formulated in an orthogonaIPr by an online optimization stage, the current control tred
reference frame rotating synchronously with the statopgerr M0dulation problems can be addressed together. Symnietrica
flux. Two (orthogonal) control loops are used — one for thgounds around the current references are introduced. The
torque producing and one for the flux producing current. Width of the bounds directly determines the current ripple,
subsequent Pulse Width or Space Vector Modulator (PWWiCh in turn is proportional to the current TDD [16]. The
or SVM) translates the stator voltage reference signats iffNtrol objectives are then to keep the instantaneousrasrre
gating commands for the inverter [18]. A three-level reguidVithin the imposed bounds and to minimize the switching
sampled PWM is used with two triangular carrier signali2SSes: The bound width is the tuning parameter that sets
which are in phase (phase disposition). It is generally ptece the trade-off between the switching losses and the current
that for multi-level inverters carrier-based PWM with phas@'s“ﬁrt'on' . ler | h a di .
disposition (PD) results in the lowest harmonic distortias 1 he predictive controller is endowed with a discrete-time
shown in [20] — by adding a proper common mode voltage odel of the drive that enables it to predict the impact
the reference voltage, which is of the min/max plus modufy [tS decisions. The control objectives are mapped into an
type — PWM with PD is equivalent to SVM, in the sense th&Pjective function that yields a scalar cost (here the stesrh
both methods yield the same gating signals. switching losses) that is to be minimized. At every timepste

In simulations based on the above case study at 60% spidg MPC controller computes a sequence of switch positions
and rated torque, the carrier frequency was varied betw r a certain time-interval, the prediction horizon, teatails
150Hz and 1.2kHz. Synchronous PWM was used, with tB€ minimal switching losses over this interval. Out of this
carrier frequency being integer multiples of the fundaraentS€duence, only the first gating signal is applied at the oarre
frequency. After reaching steady-state operating caonfifi tUme-instant, and the optimization step is repeated witw ne
the machine currents, voltages and the torque were recordd@asurements at the next sampling instant thus providing
and the switching losse®s, were computed according to'€edback. .
Sect. 1lI-B. The current and torque TDDs were computed Writing the above control problem as a closed-form opti-
using Fourier transformations over integer multiples aé thization problem leads to

fundamental period. The TDDs were normalized with respect 1 k+N,—1
to rated conditions, while the switching losses were noizedl 7+ (,.(k)) = min — E O ulf). u(f —1)) (8a
by the rated apparent powska. (z(k)) ) N, ; su(@(6), u(l), uf ) (&)
Figs. 6(a) and 6(d) show the resulting harmonic distortions N
of the stator currents and the torque as a function of the s-ta(l+1) = Ax(l) + Bu(l) (8b)
normalized switching losses of the inverter. The individua y(0) = Cx(0) (8c)
simulations are denoted by (blue) stars that, as anticpate y(l) ey (8d)
Sect. IV, can be approximated by hyperbolic functions of the u(®) € {~1,0,1)%, max |Au(f)| <1 (8e)
form? P -
Vl=Fk,....,k+N,—1, (8f)
I B 13, 1 B _ 055 7
5TDD " g™ = 49 $,TDD * " = V.99 (™) with J*(z(k)) denoting the minimum of the objective function
Srat Srat

L ) _ J as a function of the state vectark) at the current time-
This implies that when reducing the PWM carrier frequengystant. It is convenient to use the stator curreigsand the
so as to reduce the switching losses, e.g. by 50% percent, {§@r flux vector, represented in the3 reference frame
current and torque TDDs are increased by 50% and vice verga.state vector. The motor speed is assumed to be constant

Note that predictive schemes such as [9] and [10] th@kthin the prediction horizon and is thus not part of the estat
replace the inner field oriented current loop by MPC but kegRctor but rather a parameter in the machine model (8b). The
the PWM modulator lead to the same steady-state performa@@@‘uence of control inputs/ (k) = [u(k),...,u(k + N, —
metrics. 1)] over the prediction horizowV, represents the sequence of

) . _ o inverter switch positions the controller has to decide ufddre
e ofsetn the swtching losss of 002% s neplecter et GLiCUc funciion represets fhe sum of the Swichingdoss
switching action is always required to synthesize the fumefastal waveform. over the prediction horizon divided by the horizon length —
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Uy ref De-link 4,
——>0—> l: De-link % T
— e, ref
Wref O = Minimization of u =
Flux Minimization of u = \Ijs‘ref— cost function = =
controller cost function ~ -
Wref Speed Prediction of MPDTC
—0 l: Prediction of MPDCC controller trajectories i
- trajectories S
Speed A .
controller lg )
Ve b
server
\I/T Observer IUJT <X Encoder
T s (optional)
Wr <X Encoder
%5 (optional) Fig. 5: Predictive direct torque control

Fig. 4: Predictive direct current control 2) Between the switching events the output trajectories are

it thus approximates the short-term average switchingefss computed using the model (8b) and (8c), to which we
Note that the instantaneous switching Id&g, at time-instant refer as arextension step, or they are extrapolated in an
¢ is a function of the stator current(¢), which is part of the approximate manner, which is a so calledrapolation

state vector:(¢), and the inverter switching transition at time- ~ Step. Typically, quadratic extrapolation is used, even
step/. The latter can be deduced froat¢) andu(¢ — 1). An though linear extrapolation is often sufficiently accurate

indirect (and less effective) way of minimizing the switehi ~ 3) The set of admissible switching sequences is controlled
losses is to minimize the number of commutations, i.e. the ~ PY the so calledswitching horizon, which is composed
device switching frequency. pf the eIemfents S’ and 'E’ that ,stand fpr switch’ and

The objective function is minimized subject to the dynami- €xtrapolate’ (or more generally ‘extend’), respectively
cal evolution of the drive represented in state-space foitlh w It is important to distinguish betweeswitching horizon
the matricesd, B and C, which are of appropriate form [5], (number of switching instants within the horizon, i.e. the
[16]. In this case, the drive’s output vectgrrepresents the degrees of freedom) and thediction horizon (number of
stator currents,, which are to be kept within their respectivetime-steps MPC looks into the future). Between the switghin
bounds given by the se¥. The constraint (8e) limits the instants the switch positions are frozen and the drive iehav
control inputu to the integer valueg—1,0, 1} available for is extrapolated until a hysteresis bound is hit. The conoépt
a three-level inverter. Switching between the upper and thRatrapolation gives rise to long prediction horizons (egbiy
lower rail is inhibited by the second constraint in (8e) witl80 to 100 time-steps), while the switching horizon is very
Au(l) = u(f) —u(¢ —1). These constraints have to be met ahort (usually one to four). For more details about MPDCC,
every time-step within the prediction horizon. the reader is referred to [13], [15], [16].

- . Figs. 6(c) and 6(f) depict simulation results for the switch

D. Model Predictive Direct Current Control ing horizons 'eSE’ and 'eSESESE’, respectively, when vagyi

To solve the closed-form optimization problem (8) evethe current bounds and setting the controller sampling\vate
for prediction horizons of modest length is challengingtro to 7, = 25 us. For higher switching losses the envelope of the
a computationally point of view. Solving it for reasonablypoints can be again described by a hyperbolic function. Yet,
long horizons appears to be impossileince this is a when approaching effectively six-step operation represkn
mixed-integer programming problem, it is well-known thaby the almost vertical line, the nonlinear behavior of MPC
in the worst case all2™» switching sequences need to bevith bounds is revealed.

enumerated and evaluated to find the optimum within the .
sampling interval. E. One-Sep Predictive Current Control

One attractive solution is to consider switching transi$io  The optimization problem (8) can be greatly simplified by
only when the outputy are close to their respective boundgetting the bound width to zero, the prediction horizdp
Y, i.e. when switching is imminently required to keep thegy one and minimizing the number of commutations over one
outputs within their bounds. When the outputs are well V\{'th*ﬂ‘me-step only [11]. This scheme operates in the stationary
their bounds the switch positions are frozen and switching jeference frame and regulates thand3 current components
not considered. This is in line with the_cor_1tro| objective)(8 along their references. A tuning paramekgris used to adjust
and greatly reduces the number of switching sequences totRe trade-off between tracking accuracy and switchingreffo

evaluated and thus the computational burden. namely the number of switch transitions.

To achieve this, three key concepts were introduced in [5],

[13], [15], [16] that characterize Model Predictive Direct J*(x(k)) =min ||ic(k+ 1)||1 + An||Au(k)|]1 (9a)
Current Control (MPDCC). - ulk) ‘

1) The formulation of the optimization problem in an S.tis(k+1) = Avis (k) + Aot (k) + Bu(k)  (9b)
open form. For every admissible switching sequence the u(k) € {—1,0,1}3 max |Au(k)| < 1 (9c)
corresponding output trajectories are computed forward ) )
in time. The state vectox is composed again of the stator currents

and the rotor flux vectot),. in the a3 reference frame. The
3For a given switch position.(¢), the number of admissible future switch objective function penalizes the predicted current eirat the
positionsu(¢ + 1) for a three-level inverter is on average 12 and thus le ima. ich ic Ai ;
than 27 due to (8e). Nevertheless, f§f, = 75 for example, the number of Text time step +1, which is given by the dlﬁe.rence between
possible switching sequencBsamounts tol2N» — 1030, which is equal to the reference current and the current predicted through the

the estimated number of atoms in the observable universe. machine model (9b) when applying(k), i.e. i.(k + 1) =
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Fig. 6: Performance trade-off for FOC with PWM/SVM, FOC with BRnd long-horizon model predictive direct current (MPDG@Yl torque (MPDTC)
control. The upper (lower) row shows the current (torque)DTs the normalized switching losses

one is used, the resulting switching frequency could begis hi
asTs/2.
Similar to the above, hundreds of simulations were per-
o formed at steady state. In these, the paramgtewas varied
°ef, between0 and 0.5, and the controller sampling interval was
%% ° set betweenr25 us andl ms, where the range between 100 and
e S 500us appears to yield the best results. As shown in Fig. 7
h the trade-offs between the distortion levels and the nareal
01 02 03 04 05 06 07 08 switching losses are again bounded by hyperbolic functions

() Torque é)P gﬁgfactg’f;]em 4 control yet the curves seem to be shifted along the x-axis.

I, top [%]
b = 0

)

o

VIl. TORQUE ANDFLUX CONTROL SCHEMES
A. Model Predictive Direct Torque Control

Instead of the stator currents the torque and flux can be
directly controlled in a DTC fashion by manipulating the
inverter switch positions [5], [13]. As in DTC the torque and
stator flux magnitude are kept within pre-specified bounds.
o Specifically, MPDCC can be translated into a Model Predictiv
o Direct Torque Control (MPDTC) problem by assigning the

o] 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Pou/ Srat [%] torque and stator flux magnitude as the output vegtoand
(b) Torque 6) and current £) control by replacing (8c) byy(¢) = g(x(¢)), whereg is a nonlinear
function of the state vector. In (8d) denotes then the set

Fig. 7: Performance trade-off for 1-step predictive curr@md torque control. defined by the upper and lower torque and flux bounds.
Ivﬁﬁcﬁ?n%e{og'ggg') plot shows the current (torque) TDD vs themalized " \pOTC, the machine’s state vectar is often chosen

' ) . o ) to comprise the stator and rotor flux vectors d@B. The
isref(k+1) —is(k +1)* Since a prediction horizon of lengtha|gorithmic solution approach to the modified version of the

optimization problem (8) is exactly the same as outlined in
4Note that in [11] an RL load with a back EMF is used instead oélastric S?ect VI-D P ®) y

machine. Accordingly, the back EMF is used instead of therriita in (9b). ; L .
Moreover, the constrainhax |Au(k)| < 1 does not appear to be enforced For an in-depth description of MPDTC, the reader is re-
in [11] thus potentially giving rise to shoot-throughs. Ap&om that, the farred to [5], [13] and [15]. MPDTC, like MPDCC, is a

objective function might turn out to be not a particularly eeffive choice, . : .
since the controller tends to become unstable even at @atmall A, as V€Y versatile concept and it takes only very little effonida

A\, is increased. In the case investigated here, when seéfting 100 s, for  time to adapt it to other inverter topologies, machines and
An > 0.08 large current excursions occur. When the penalty on swig:hirpromem setups. Notably, MPDTC has been reported for a
outweighs therelative reduction of the tracking error, switching is avoidedp. . : ’ .

altogether regardless of thabsolute tracking error. This effect seems to bef've'level inverter composed of three NPC H-bridges [22], PM

reflected in Fig. 9 in [11]. synchronous machines [23] and drives with’ filters [17].
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Fig. 8: Comparison of the current distortion vs normalizedtahing losses Fig. 9: Comparison of the torque distortion vs normalized ahiitg losses
trade-off curves for the investigated control and modufagochemes trade-off curves for the investigated control and modufagochemes

Figs. 6(c) and 6(f) depict simulation results for variousneo ~ Varying \,, between0 and 0.02, and choosing sampling
binations of torque and flux bounds for the switching horizorintervals betweer25 us and1 ms led to the trade-off curves
'eSE’ and 'eSESESE’, respectively. The envelope of thetgoirshown in Fig. 7. Sampling intervals shorter thahus ap-
is again given by a hyperbolic function. Due to the arbitrargeared to be more effective. As previously for MPDTC, the
selection of the various bounds through simple griddingaynacurrent and torque TDD points do not always correspond to
points lie far away from this envelope, are thus suboptimehch other. Specifically, to achieve torque TDDs close to the
and not shown here. Unlike in the other trade-off plots is thbounding (torque vs switching losses) envelope, the ctirren
paper, each simulation point in Fig. 6(c) does not necdgsarfDD tends to get large. Points in Fig. 7(b) that correspond
correspond to a point in Fig. 6(f). Specifically, to achieveo current TDDs exceeding 16% are indicated by dots rather
the very low torque TDDs for MPDTC with 'eSESESE’ thethan circles. As can be seen, to obtain reasonably low torque
current TDD tends to get somewhat compromised, namely, fBDDs for normalized switching losses below 0.35% pushes
given switching losses, the point that minimizes the torquhe current TDD beyond 16%.

TDD does not, in general, also minimize the current TDD.
The converse is also true, yet less pronounced in the sense VIII. D1scussiON ANDCONCLUSIONS

that minimal current TDDs also yield close to optimal torque Figs. 8 and 9 summarize the trade-offs between the cur-
TDDs that are similar to the torque TDDs achieved by thent and torque TDDs on the one hand and the normalized
OPPs. switching losses on the other hand. This has been done for
- all control and modulation schemes considered in this paper
B. One-Step Predictive Torque Control _ including FOC with PWM/SVM, EOC with OPPs, one-step
_ Similarly to Sect. VI-E, the modified version of the oppredictive current and torque control, and model predictiv
timization problem can be simplified by setting the boungirect current and torque control. Red (black) lines reter t
width to zero, the predlct_|0n horizon to one and minimizingredictive current (torque) control, while blue (greemek
the number of commutations over one time-step {12his genote FOC with PWM/SVM (OPP).
scheme also operates in the stationary reference frame, b,U\FVith regards to the current TDD, MPDCC and MPDTC
regulates the torque and stator flux magnitude along thgjith long horizons achieve similar performances as OPRS, wi
references. The objective function penalizes the squarst s\yppCC slightly outperforming MPDTC. When approaching
of the output variableg in pu. The tuning parametex,, is gjx-step operation, however, both schemes outperform OPPs
used to adjust the trade-off between tracking accuracy aggl was shown for MPDCC also in [16]. Shorter horizons

switching effort (number of switch transitions). lead to current TDDs between the ones resulting from PWM
* I and OPP. One-step predictive control, particularly omeg-st

T (@(k) g&r)l Ty(k 1) + Anl| Au(k)] (102) predictive torque control, appears to be less effectiven tha

s.t.z(k+ 1) = Az(k) + Bu(k) (10b) PWM. Adjusting the penalty on the flux deviations indepen-

_ dently from the one on torque by adding a corresponding
ylk+1) = g(a:(k(—ir D) (100)  yning parameter to the objective function might enhanee th
u(k) € {~1,0,1}*, max |Au(k)| <1, (10d) performance of the one-step predictive torque controller.

. When considering the torque TDD, MPDCC is not dissim-
with J.l/(f) = (Texfef_Te(f))Q""(\I’SJEf_.\PS(E))Q' the stator flux ilar to PWM, while MPDTC allows for a large reduction of
magnitudew,, :h||1/’s7aﬁ,|| andg(:) being the same nonlineary,q yorque TDD thus significantly surpassing OPPs, with long
function as in the previous section. horizons being particularly powerful. Yet, these improesiis

SUnlike here, the commutations are not minimized in [12]. Moreptrgs come at the expense of inferior current TDDs. _Cl(_)SG to six-
scheme was pr‘oposed for a two-level inverter only. Yet, eﬁmjwit to muli- St€P operation, MPDC_C and MPDTC .pen_‘orm similarly well
level inverters is conceptually trivial as shown here. as the OPP. For medium to high switching losses one-step
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predictive torque control matches the PWM performance with ACKNOWLEDGMENT

regards to the torque TDD, while it is clearly inferior fomlo  The author would like to thank Stefan Setler for inspiring

switching losses. In terms of torque TDD, one-step precti giscyssions, Jan Poland for sharing his optimization pgeka

current control appears to be always inferior to PWM. based on locally weighted regression, Georgios Papafotiou
These results are effectively independent of the machide &ar the OPPs and Frederick Kieferndorf for help with the

inverter parameters used, since in this comparison only tingplementation of the SVM.

relative performance of the schemes matters. For a machine
with a smaller leakage inductance for example, éhsolute
TDD values would be higher thus stretching the trade-offi]
curves vertically. Yet, the percentage-wise (relativeffedi
ences between the curves would remain the same. 2]

In this paper the performance of the different control and
modulation schemes was investigated only at steady-st
operating conditions. With regards to dynamic behavioirdur
transients and torque steps, predictive control schenmebstte
be at least as fast as FOC [11], [13].

If required, additional control objectives can be easilyis]
addressed by predictive controllers, by adding them to ¢ime c
troller’s objective function. The balancing of the neutpalint
potential(s) in multi-level inverters, for example, wasosim
for MPDTC [13], MPDCC [16] and one-step predictive currentm
control [11]. The compensation of the controller's comtiota
delay is also straightforward, see e.g. [12] and [14], and is
standard practice when implementing MPC schemes.

Not surprisingly, predictive control schemes that focus on
the current in the objective function tend to excel at redgci [°]
the current distortions, and — to a lesser extent — also eetiec
torque distortions, since low current distortions also lyripw
torque distortions. The converse, however, does not naclyss
hold. The differences between the control approaches are
pronounced at low switching frequencies and losses, whilg]
for high switching losses, the schemes tend to convergeeto th
PWM trade-off curve. [12]

Clearly, MPDCC and MPDTC with long horizons are com-
putationally very expensive and pose challenges duringeimp[lg]
mentation despite the ever increasing computational paiver
the available controller hardware. As a result, MPDTC Wif‘q
implemented and tested on a 2.5 MVA drive for a short pre-
diction horizon of about 20 time-steps only [14]. Neverdss,
it is expected that methods from mathematical programmin
such as branch and bound will also enable the succesé%l
implementation of MPC schemes with very long horizons [24].
The attractiveness of the one-step predictive control lfarai [16]
clearly its conceptual and computational simplicity.

However, particularly for medium-voltage drives, one ntigH17]
argue that the main benefit of new predictive control schemes
is the performance improvement they bring when compared;
to traditional schemes such as FOC with PWM/SVM and
DTC. To achieve this, it appears that long prediction harizo (19
are mandatory to enable the optimizer to make well-informegb)
decisions when choosing the next switching state. In fact, i
a practical drive setting, the performance of new pre@cti\f21
control schemes might match, if not surpass, the performanc
of OPPs, since online optimization offers greater veligatil [22]
to adapt to changing operating conditions, parameter @smng
predicted disturbances or even faults than offline computed,
pulse patterns. In contrast, short prediction horizonsappo
be often less effective than established methods. To erliselre[24]
adoption of new control and modulation schemes by industry,
conceptual and computational simplicity alone as heralged
some of these new methods might not suffice.

(4]

(6]

(20]
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