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Abstract—This paper focuses on Direct Torque Control (DTC)
for three-phase AC electric drives. A novel model predictie
control scheme is proposed that keeps the motor torque, the
stator flux and (if present) the inverter's neutral point potential
within given hysteresis bounds while minimizing the switcing
frequency of the inverter. Based on an internal model of the
drive, the controller predicts several future switch transitions,
extrapolates the output trajectories and chooses the seqoee
of inverter switch positions (voltage vectors) that minimies the
switching frequency. The advantages of the proposed contliier
are twofold. Firstly, as underlined by the experimental resllts in
the second part of this paper, it yields a superior performarce
with respect to the industrial state of the art. Specifically the
switching frequency is reduced by up to 50 % while the torque
and flux are kept more accurately within their bounds. Moreo\er,
the fast dynamic torque response is inherited from standardTC.
Secondly, the scheme is applicable to a large class of (thrpbase)
AC electric machines driven by inverters.

Index Terms—AC motor drives, model predictive control,
direct torque control, power electronics

|. INTRODUCTION

Integrated Gate Commutated Thyristors (IGCT) are used, the
control objectives are extended to the inverter and incthée
balancing of the inverter’'s neutral point.

In this paper, we present a DTC scheme that yields a signif-
icant performance improvement with respect to the statbef t
art without requiring excessive computational power tobdma
the implementation on (already existing) DTC hardware.hSuc
a control scheme can be derived by adopting the principles of
constrained optimal control with a receding horizon palicy
i.e. Model Predictive Control (MPC) [5]. Specifically, the
hysteresis bounds are inherited from standard DTC, whereas
the DTC switching table is replaced by the following online
optimization. Over a shorswitching horizon all admissible
switching sequences are considered. Based on the measured
(or estimated) machine quantities, for each switching sege
the evolution of the torque, stator flux and neutral point
potential is predicted, using a nonlinear discrete-timedeho
of the drive. To emulate a longutput horizon, the predicted
trajectories of the torque, flux and neutral point poterdiad
extrapolated, and the number of time-steps is determined fo

In adjustable speed AC drives DC-AC inverters are used Wdlich these quantities are kept within their hysteresisnioisu
drive three-phase AC machines as variable frequency wltagor each switching sequence an approximation of the average

or current sources. One of the various methods used

fRwitching frequency is computed that is given by the total

controlling the machine’s torque and speed is Direct Torqueimber of switch transitions in the sequence divided by the

Control (DTC) [1], [2], [3], [4]. Exploiting the motor’s fas

time duration of the extrapolated trajectory. Minimizinget

stator flux dynamics, DTC directly manipulates the stat@witching frequency over all switching sequences vyields th
flux vector such that the desired torque (and magnitude @ftimal sequence of switch transitions. Of this sequencly, o
the stator flux) is achieved by choosing an inverter switdhe first step is applied to the drive. At the next sampling
combination that provides the appropriate phase voltagesinstant this procedure is repeated with new measurements

the motor windings. In state of the art drives, this choice

thus establishing a receding horizon policy, as this method

made e.g. ever{l, = 25us using a pre-designed switchings commonly referred to.

table that — depending on the particularities of the apptioca

This control approach carries several important advastage

— addresses a number of different control objectives. Thdséroducing additional control objectives (like the batarg
primarily concern the motor. More specifically, the eleetroof the switching power losses) is straightforward. As all
magnetic torque and the stator flux need to be kept withiwmputations are performed on-line, all quantities may be
pre-specified hysteresis bounds. In high power applicatiotime-varying including model parameters, set points angt hy

where often neutral point clamped (three-level) inverteith
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teresis bounds. Even more importantly, the controller can b
directly applied to a large class of three-phase AC drivetéMo
specifically, induction machines (both squirrel-cage and-r
rotor type), synchronous and permanent magnet machines can
be addressed, as well as inverter topologies such as two-,
three- or five-level inverter. Yet, to simplify the expoeii

of the new control scheme, we focus in this paper on a
specific application, where a neutral point clamped (three-
level) voltage source inverter drives a squirrel-cage atidn
motor.

The major benefit of this controller, however, is its supe-
rior performance in terms of the switching frequency. For
ABB’s well-established three-level voltage source ingert
ACS 6000 [6] with a squirrel-cage induction motor, the pro-



posed model predictive DTC (MPDTC) scheme reduces trg/e
switching frequency over the whole range of operating oint:*

by up to 50 %, with an average reduction of 25 %, while better .,

respecting the torque and flux hysteresis bounds. Notdiy, t

result is independent from the power rating of the machine,

which was varied from a few kVA to several MVA. All per-
formance evaluations were carried out by applying the cbntr
scheme to a very accurate and detailed Matlab/Simulink ﬂnodve
of the drive, which was provided by ABB to very closely=*
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.resemble _a .phyS|caI d':'ve and en_sure a simulation Set-LI.p tBI@ 1. Equivalent representation of a three-level voltagrirce inverter
is as realistic as possible. Experimental results showmeén tdriving an induction motor (IM)

second part of this paper confirm these simulation results to
be very accurate.

However, MPC schemes are inherently computationally
demanding as an underlying optimization problem needs to
be solved. Yet, as will be illustrated, the proposed control 3
approach requires a computational effort that is greatyced
with respect to standard MPC approaches. Given the strong
performance and design advantages, such an approach can be
considered to be cost effective especially in the case gklar 4)
drives operating in the MW region. In particular, a reductio
of the switching frequency directly translates into redlice g
losses and therefore into energy and cost savings (in terms
of operation and installation), which are significant in hig
power applications.

The proposed control scheme can be considered as a
combination of the two DTC concepts [7], [8] we have
proposed earlier. Specifically, the notion of optimalitydan
the approximation of the average switching frequency by the
number of switch transitions over a short prediction harizo
were introduced in [7]; the concept of the evaluation forhiar
time is inherited from [8]. The key features of this new conhtr
scheme are the extrapolation, the fact that all computstion
are performed on-line (in [7], [8] we have pre-computed the
control law off-line and stored it in a look-up table), the
admissible switching sequence, and the use of a nonlinear
(rather than a piecewise affine [7], [8]) prediction model fo
the controller synthesis.

As shown in [9], [10], the research community has recently
started to consider model predictive control schemes asya wa
of introducing performance improvements in electrical/esi
Even though DTC itself is widely interpreted as a predictive
control strategy [11], [12], [13], [14], [15], it predictsnty
one step (one switch transition) ahead, and it lacks annater
model, a cost function and the notion of optimality, Whic@5
are fundamental elements of an MPC scheme. Some of th

6)

these variables.

) Except for [17], [18], [21], [22], [23] a modulator is

included in the control loop greatly simplifying the
control problem. Thus, unlike the DTC philosophy, the
switch positions are not directly chosen by the controller.
Only two-level voltage source inverters are considered
with [13] and [23] being an exception.

The cost function does not emulate the switching fre-
qguency of the inverter. In combination with reference
tracking and the limited number of voltage vectors (for
a two-level inverter), a high switching frequency is to be
expected. Particularly for the high power applications
in the MVA range considered in this paper, such an
approach does not seem to be applicable. [23] is an
exception to this by also aiming at minimizing the
switching frequency.

Linear (or locally linearized) models are used as pre-
diction models. In particular for three-level inverters
that include a neutral point potential with its nonlinear
dynamical behavior, linear models tend to be inaccurate.
Moreover, in [16], [20], [21], the cross couplings be-
tween the d and the g-axis are neglected in the machine
model. Similarly, [22], [23] consider only a resistive
inductive load with a back EMF rather than an electric
motor.

Here, due to the space limitation, we have provided only
an overview of the literature on predictive control of motor
drives that is most related to our approach. A coverage of the
cademic contributions to the DTC problem can be found in
‘b Section 5.6] and [4].

elements are present in the more recent approaches [1§], [17The paper is structured as follows. Section Il summarizes

[18], [19], [20], [21], [22], [23]. Yet, these schemes diffm

the physical model of the DTC drive, while Section Il

several significant aspects from the control scheme praboseformulates this model such that it can be used as predictio

in this paper:

model in the MPC scheme. After stating the control problem

1) Except for [20] and possibly also [21], the predictionn Section 1V, the model predictive DTC scheme is detailed
horizon is restricted to one and the usage of a larger Section V. This controller is available in two forms with
(control) horizon combined with a receding horizorcontrol (switching) horizongV > 1 and N = 1, which differ

policy is not mentioned.

mostly in the switching sequences’ degree of freedom and the

2) The DTC problem is formulated as a reference trackirtgandling of the switching constraints. The control aldoris
problem, namely the formulated control problem trieand the related computations are discussed in Section VI.
to minimize the deviation of the torque and stator fluSimulation results using ABB’s simulation setup are présen
from their references. There are no hysteresis boundsianSection VII, and conclusions are drawn in Section VIII.



II. PHYSICAL MODEL éﬂ

Throughout the document, we will use the normalized tim @
scalet with one time unit corresponding tb/w, seconds,
wherew, is the base angular velocity. Additionally, we will
use(t), t € R, to denote continuous-time variables, até),
k € N, to denote discrete-time variables with the samplin @, @
interval T, = 25 us.

All variables .. = [€4 & &7 in the three-phase system
(abc) are transformed ®.50 = [£4 &5 0]T in the orthogonal

! - ¢ (@)
a0 stator reference frame through ® @ @’Q @ @i'

gaﬁ() = Pgabc . (1)
Using a stator reference frame and aligning thaxis with
the a-axis, the following transformation matrix is obtaine @ @ @
1 -1 _1
2 2 2
P=210 ? —3| . )
TN B © ® ©

. Fig. 2: Voltage vectors produced by a three-level invertertie o5 plane,
A Phys'cal Model of the Three-Level Inverter the corresponding values of the switch positiang,. (where '+ refers to

The equivalent representation of a three-level voltagecm)u'l' and -’ to -1’), and the admissible switch transitiongdurtesy of ABB
. . . . . . . ATDD, Switzerland)
inverter driving an induction motor is shown in Fig. 1. At ac
phase leg, the inverter can produce the three differenage#
—Yae 0, Yde | where V. refers to the total dc-link voltage.
Let the integer variables,, u;, u. € {—1,0,1} denote the In the inverter considered here — due to the fact that only
switch position in each phase leg, i.e. the phase state gwher one di/dt snubber is available in the upper and the lower
values—1, 0, 1 correspond to the phase voltageé’@ 0, Vde, half, respectively — not all switch transitions are possiltas
respectlvely The7 vectors of the formug,. = [ua up uC]T depicted in Fig. 2. As can be seen, froml 1]7, for example,
are transformed into the stator reference frame using (18. Tswitching is only possible t¢0 1 1]7, [1 0 1]” or [1 1 0]
resulting vectors of the form,so = [us ug uo]” are shownin (and not to any of the other 23 switch positions).
Fig. 2, where they are mapped into thg plane. The vectors
in the a8 plane are commonly referred to as voltage vectors,
whereas we will refer ta,, us, u. as the switch positions. The B. Physical Mode! of the Induction Motor
actual voltages applied to the machine terminals are catledl
from

The dynamics of the squirrel-cage induction motor are
Vie modelled in the statorn30 reference frame. The: and (-
Pugpe - (3) components of the stator and the rotor flux linkages per skcon
wm Vs, Yro @aNdep,g, respectively, and the rotor’s rotational
eedv, are used as state variables. The input voltagesnd
are the stator voltages in the stator reference frame. The
del parameters are the base angular velagjtfythe stator
and rotor resistances, andr,, the stator, rotor and mutual
reactances;s, x;- andax,,, respectively, the inertid, and the
mechanical load torqué,. Note that throughout this paper, if
not otherwise stated, we are using normalized quantities, a

. (4)  the rotor quantities are referred to the stator circuit. Stage
with the stator phase currents,, s, 75 and one of the two equations are [27]

symmetric capacitorgc of the dc-link. Taking into account

VapBo =

As can be seen in Fig. 1, the neutral point potential
depends on the state of charge of the two dc-link capacno s
and is only affected when current is drawn directly from 'tmo
i.e. when one of the switch positions is zero. Introducing
as a state, the neutral point potential is described by
dv,, 1

dt = _% ((1 - |ua|)isa +(1- |ub|)isb +(1— |u0|)i80) )

) ) ) — iti i i d e rr
thatis, + isp + isc = 0 it is straightforward to derive zﬁt _ _Tsx oo + 7’5 wm to (6a)
dv,, 1 T o1 .
- = abc P s, ) 5 dws Lrr
dt 2rc [tave] bs,00 ) WB = —Trs— 1/155 + Ts wrﬁ + vg (6b)
where i, 430 is the stator current expressed in the stator dra :vm :vss
reference frame, anfiap.| = [|ua| |us| uc|]” is the compo- a "D Vsa = wm‘ wrrs (6c)
nentwise absolute value of the inverter switch positiors. F dip, Tm Iss
. . P . w b — Tr_z/]sﬁ + wrz/]ra 1/17‘6 (6d)
more details about the nature of the neutral point poteatidl dt D
i dw, 1
methods employed to tackle the related balancing probleen, t wrp 1 (Te B Tz) ’ (66e)

reader is referred to [25] and [26]. dt J



with approximation approach the following discrete-time moafel
the DTC drive is derived.

Tss = Tis + Ty (7a) A 0
trr = 21y + 2 @y e =] o] T (14a)
D =xxpy — a:?n (7c) B 0
+1 ] Tou(k) + { } Ty|u (k)|
and the electromagnetic torque { 0 By(z(k))
T B i) © y(k) = g(a(k)) (14b)
T p e seral In this model,I denotes the identity matrix arifl, = 25 us is
The length of the stator flux vector is given by the sampling interval. The definitions of the matricés B,
andB,, and the vectog (k) can be found in the appendix. Note
Uy = /92, +925. (9) that the zeros in (14) are vectors and matrices of apprapriat

dimensions. In (14) the first two terms capture the motor

Equations (6)—(9) represent the standard dynamical mogglations, while the third expression captures the dynainic
of an induction motor, where the saturation of the machlnq’ﬁe neutral point potential.

magnetic material, the changes of the rotor resistance due
to the skin effect, and the temperature changes of the stator

. IV. CONTROL PROBLEM
resistance are neglected.

The DTC control objectives are to keep the three output
variables, namely the torque, the length (or magnitude) of
the stator flux and the neutral point potential, within given

In this section, we derive a discrete-time model of the dri@ysteresis) bounds. At the same time, the average swichin
that is suitable to serve as an internal prediction model férequency of the inverter
the model predictive controller proposed in the next sectio N
The purpose qf this model is to predict the tra_uectory of the F= lim 1 Z |u(€) — u(t —1)| (15)
electromagnetic torque, the stator flux and the invertetratu N—oo NTj 7
point potential over several sampling intervals in an ofoap .
fashion. needs to be minimized, whefg- || denotes the 1-norm.

As the time-constant of the rotor speed dynamic exceeds! N€ control problem is complicated by the fact that the
the length of the prediction interval by several orders §Ontrol objectives comprise phenomena of very differemeti
magnitude, the rotor speed dynamics are neglected and srales. Specifically, the control quectlves relevant H)rt‘mtqr .
speed is assumed to remain constant within the predictigﬂpend on the very fast dynamics of the stator flux, which is
horizon. This allows us to treat the speed as a model param@gected by the applied stator voltage within a fes. On the
rather than as a state thus removing (6e) from the motor mod¥ner hand, the average inverter switching frequency needs

The model of the inverter has one state, namely the neutP® €valuated over a time frame of several 100 ms. This is

point potential, whose dynamic is described by (5) as %{;\rticu_larly the case in high power applications, Wher_e the
function of |uase| and is.qz. The a and S-components of ;wnchmg frequencies are in the range200 — 400 Hz. This

is,ap0 are linear combinations of the stator and rotor ﬂuynplies that ever.y semiconcjuctor S\_N,itCh is turned on royghl
cémponents (see e.g. [27] for details), and the O-compdsen?very3_5 ms. Since the switch positions can be altered every

IIl. INTERNAL MODEL OF THECONTROLLER

=0

always zerd Ts = 25 us, a very long horizon (a larg¥) of several hundred
' steps is necessary to capture the average switching freguen
: L T thus leading to an intractable MPC scheme
15,080 = &~ TrrPsa — TmWra  TrrPsg — Tm¥Pr 0 . 9 . . .. L .
=D [ 7 g } (10) Apart from this, additional restrictions on the inverteriteh

transitions may be present resulting from the construation
the inverter (as mentioned in Section II-A). We will refer to
, (11) them asswitching constraints.

We define the overall state vector of the DTC drive as

xr = [djsa 1[}5[3 wroc wrﬁ Un

the switch positions.,, u;, andu,. as the input vector

]T

V. MODEL PREDICTIVE DIRECT TORQUE CONTROL

U= Ughe = [Ua uc}T €{-1,0,1}3, (12) Adopting the principles of MPC, we present a novel con-
trol methodology that considers all (admissible) switchin
and the electromagnetic torque, the length of the stator ﬂﬁéquences over a rather short switching horiddnwhich is
and the neutral point potential as the output vector referred to as the control horizon in the MPC community. A
_ [T U v ]T (13) switching sequence is defined as a sequence of semiconductor
y ¢ s switch positionsu,. over the time-interval of lengtiv from
Combining the motor model (6a)—(6d), (8) and (9) with théme-step0 to time-step N — 1. In a next step, based on

model of the inverter (5) and (10), and using forward Euldhe nonlinear discrete-time prediction model (14), the MPC
scheme computes for each switching sequence the drive’s

1This follows from (1), taking into account that, + s + isc = O. response, i.e. the evolution of the output variables over th



Tmi ns v min Umin,s mms
Tnaz VYinas Umax

u =
Model Predictive Direct Torque Control
Control algorithm: Internal
1.) Determine adm. sw. prediction
sequences over horizon N model Vie, U Volt
2.) Predict drive response U,x0 @ n Io Ia?_e
3.) Determine candidate calculation
sequences $
4.) Extrapolate candidate x = f(U,x,x0) v
sequences y =g(U,x,x0) Y
5.) Compute costs ¢ Te, w
6.) Minimize costs Torque and flux
7.) Apply switch position y v S1 \I/r i
Fig. 3: Block diagram of the model predictive DTC scheme, relié denotes

a switching sequences, and the initial statg is composed ofx(k) and
u(k — 1)

switching horizon N. To emulate a long output horizon,
the “promising” output trajectories are extrapolated, dimel
number of time-steps is determined when the first output
variable hits a hysteresis bound. The cost associated with

each

switching sequence is determined by dividing the total

number of switch transitions in the sequence by the length

of the extrapolated trajectory. Minimizing this penaltyelgs Fi
the optimal switching sequence and the next optimal swit

position to be applied to the inverter.

The model predictive DTC scheme is available in two forms
with N > 1 and N = 1 differing mostly in the degree of
freedom for the switching sequences and the handling of the
switching constraints, and thus in the computational burde
and the performance.

A. Horizon N > 1

For MPDTC with a switching horizon larger than one, we
consider only switching sequences of lengththat meet the
switching constraints imposed by the physics of the inverte

(see

Section 1I-A). As shown in Fig. 3, given the current

state x(k), the last switch position:(k — 1), the bounds

on the output variables, and using the nonlinear discrete- )

time prediction model (14) of the DTC drive, the controller
computes at time-instant the next switch positionu(k)
according to the following procedure.

1)

2)

3)

Given the last switch positiom(k — 1) and taking
into account the constraints on the switch transitions
induced by the inverter topology, determine all switching
sequence#’ (k) = [u'(k),...,u’(k+ N —1)] over the
switching horizonN, wherei € Z andZ is an index
set.

For these switching sequences, compute the drive re-

Tmaa:

Tm in

-

> —ttp
k k+1k+2 k k+1k+2
Time (sampling instants)
(a) Trajectories that are either feasible (left) or
pointing in the proper direction (right)

AT AT

T7nam

ﬂnin

o

N

-
k k+1k+2 k k+1k+2
Time (sampling instants)
(b) Trajectories that are neither feasible (left) nor
pointing in the proper direction (right)

g. 4: Example torque trajectories fo¥Y = 2 (the same concept applies to
the stator flux and the neutral point potential). The feasitglgion between
hysteresis bounds is hatched

all time-steps within the switching horizon. We refer to
these switching sequencescasdidate sequenced’ (k)

with i € Z, C Z. Feasibility means that the output
variable lies within its corresponding bounds at time-step
k+ N; to point in the proper direction refers to the case
in which an output variable is not necessarily feasible,
but the degree of the bounds’ violation decreases at
every time-step within the switching horizon. For the
case N = 2, Fig. 4 shows several example output
trajectories that visualize these properties. The above
condition needs to holdomponentwise, i.e. for all three
output variables

For the candidate sequences, extrapolate the output
trajectories from time-instant + N on linearly? using

the samples at the time-instarkis- N — 1 andk + V.
Derive the number of time-steps after which the first
of the three output variables leaves the feasible region
defined by the corresponding upper and lower bdund
This yields the number of time-steps, i € Z. this
switching sequence can be applied before switching is
predicted to be required again. Thus, refers to the
total length of the (extrapolated) output sequence.

sponse, i.e. compute all torque, stator flux and neu-?As an example, consider the case where the torque is featillestator

tral point potential trajectories starting from:(k) qu;( pomts in the proper direction and th_e ne_uFral point ptige is feasible.

L. . . i Particularly during high speed operation, it is advantage extrapolate
over the SW|tCh|ng horizonN given by Y*(k) = the stator flux quadratically using also the flux samplg &tN + 1. The latter
lyi(k), ...,y (k + N)].

is computed by applying the switch positiar{k + N) = u(k + N — 1).
Determine those switching sequences that yield OUtpr[lNOte that we determine when the first output variable leakesfeasible

. . . . region rather than when it hits a bound. This is done to adcfmursituations
trajectories that are eithdeasible at the end of the g

JeL ! SR : ) in which an output variable lies outside its bounds but stéewards one of
switching horizon, orpoint in the proper direction at them.



AT
Tmaa: \
R
\ > \\\ \'\
e
R NN D S s
Tmin T SA
3
k kE+ N k+5 k+10
Time (sampling instants)
(a) Torque trajectories
AV
“I/maz \
S ‘\.. 3
o
Nlibaeges
3
k k+N k+5 k+10

Time (sampling instants)

(b) Stator flux trajectories

u

B B O
O——O——O——t oot #@b@*—-—d———b—-»

1Jr k k+ N k+5 k+10
Up

R e— OO
B e e

1‘L k k+ N k+5 k+10
U

IT
o Oeeeseoosireesboessisl |

lk k+ N k45 k + 10
—1 O eccecnescocssnenassovena( ) serensecsonen

Time (sampling instants)

(c) Switch positions

Fig. 5: Torque and stator flux trajectories and the switchitjpos of
Example 1 starting at time-instarkt for the three switching sequences
U (k),U?(k) and U3(k). The trajectories within the switching horizon
N = 2 are solid, their extrapolations are dashed lines. The nisnitefer
to the indices of the switching sequences. The regions leetwee upper and

lower (hysteresis) bounds are hatched

switching frequency, and; can be interpreted as a time-
varying output horizon.

6) Choose the switching sequente = U‘(k) with the
minimal cost, where is given by

i =argminc;. a7
1€le

7) Apply only the first switch position* = u’(k) of this

sequence.

At the next time-instant, repeat the procedure.

Example 1: To visualize the control concept, consider the
example shown in Fig. 5. Assume there are the three switching
sequenced(k), i € Z = {1,2,3} over the switching horizon
N = 2. According to the definition[/*(k) and U2(k) are
candidate sequences, wheréa¥k) is not. Extrapolating the
torque and the stator flux trajectories and determining when
they leave the feasible region leads to the results sumathriz
in Table I. Minimizing the cost yields the sequent@é (k)
as the optimum. Note that this solution requires two switch
transitions (one at time-instari, the second one at time-
instantk + 1), but this investment pays out due to the longer
length of the output trajectory. Without extrapolationg th
controller would selected/!(k) as the optimum, since the
corresponding cost expressions would %)emdl for UL(k)
andU?(k), respectively. In the long run, however, this choice
would be inferior compared witt/? (k) thus motivating the
concept of extrapolation. In this example, for the sake of
simplicity, we neglect the neutral point potential, which i
treated in exactly the same way as the torque and the stator
flux.

Generally, the worst case computation time of the algorithm
has to be accommodated in the given sampling interval. Yet,
in a real world drive application, where other tasks like
supervision and thermal protection are executed, the geera
computation time should also be kept at a minimum. When
computing the next switch position, this can be achieved by
first evaluating whether switching can be avoided altogethe
i.e. whether the output variables are at time-gtep/N within
their respective bounds when reapplying the last switch-pos
tion for N time-steps. Only if this simple test fails, the above
outlined computations need to be performed. Furthermore,
bound techniques can be added to prune suboptimal branches
thus avoiding the computation of the whole switching treerov
N steps.

B. Horizon N =1

The computational burden imposed by the model predictive
DTC scheme with a switching horizaN > 1 might exceed
the capabilities of some of the existing DTC control hardsvar

5) Compute for each candidate sequence Z. the cost A further reduction of the computation time can be achieved

¢i = s;/n;, where

kbt N1 Sequence| Total lengthn,; of the | Number of switch | Cost
Si = Z [[wi(€) —wi(€ —1)|]1 (16) numberi | (extrapolated) sequence transitionss; ¢

=k 1 4 1 1/4

is the total number of switch transitions in the switching 2 10 2 1/5
sequencéd/’(k), andn; is the corresponding sequence 3 - - -

length. The cost; is an approximation of the average TABLE I: Characteristics of the three switching sequence&xample 1



by restricting the switching horizon &y = 1. However, given move the output variables only towards — rather than inside
the constraints on the switch transitions, such a shorthimty — the bounds allows the control scheme to easily address this
horizon imposes restrictions on the set of reachable weltaigsue.
vectors and may lead to an infeasible control problem. Secondly, excessive switching is avoided. As can be seen
To reduce the computation time while dealing with th&om Figs. 4(a) and 5, the bounds on the output variables
issue of infeasibility, we propose in this section a modifiedre in general not strictly imposed by the MPDTC scheme,
scheme that uses a switching horizonéf= 1 and initially and output trajectories of candidate sequences may violate
ignores the switching constraints. As a result, the progosthe bounds similar to standard DTC. As a result, one or
algorithm yields an optimal switch positiarf (k) that may not more output variable might slightly violate a bound before
be directly reachable from the last switch positiefk — 1), a new switch position is selected. Hence, the MPDTC ap-
since it was calculated by ignoring the switching constgilm proach refrains from unnecessary switching when the bounds
a last step, the constraints are reintroduced, and an abtaissare slightly shifted, or when measurement noise and model
sequence of switch positions is calculated that leads to thecertainties affect the predictions in an adverse way.
optimal switch position within several time-steps. We wélfer Since the proposed MPDTC scheme is intended to capture
to this sequence as auimissible switching sequence. and minimize the average switching frequency, a long predic
More specifically, given the two switch positiopsandv, tion interval is beneficial. To avoid an explosion of the teth
with p, v € {—1,0,1}3, the admissible switching sequence&omputational complexity, a shaswitching (i.e. control) hori-
connectsy with v via intermediate switch positions whilezon N (usually two or three steps), but a loogtput horizon
taking into account the restrictions on the allowed switcfup to 100 steps) is used. This is achieved by extrapolating
transitions. From the fact that switching in one componettie output trajectories from the end of the switching harizo
(one stack of the inverter) by one switch transition at a timenwards until the time-instant where the first output vddab
step is always possible, it follows directly that an adnhilesi hits one of its bounds. Linear extrapolation is straighfanrmd
switching sequence always exists, that additional switeh-t to implement and computationally inexpensive. Note that th
sitions are not required and that the cost is not increased. approach is closely related to blocking control moves in the
As the admissible switching sequence connecting twomntrol literature and thenultiple-rate prediction model ap-
switch positions (with the lowest cost) is in general notwa, proach, which we introduced in [7]. As the simulation result
we use the following rules to narrow down the choices. (Will show, the concept of a short switching horizon combined
Follow the shortest path (in terms of time-steps); (i) cé®o with extrapolation allows us to greatly increase the lermth
the switch position that yields the least number of switcthe prediction interval thus enhancing the performancéef t
transitions at time-instant; (iii) choose the switch position controller while keeping the computation times short.
that provides the most alternatives at time-instart 1. The Most importantly, the proposed control scheme can be easily
admissible switching sequence can be stored in a look-agapted to different drives with different motors and ineer
table, which holds only the first switch position in the seagee  topologies (like two- or five-level inverters), as only thetor
according to the receding horizon policy. This leads to &looand inverter models need to be updated, and because there
up table of dimensior27 x 27. Exploiting the%’T symmetry are no tuning parameters. Furthermore, possible contgrain
of the voltage vectors in thes plane, the dimension of this on the allowed switch transitions of the inverter can belgasi
look-up table can be reduced tad x 27 as detailed in [24]. incorporated by storing them in a look-up table.
Setting the switching horizon tavV = 1, the control
algorithm is the same as described in Section V-A with th& Horizon N > 1
following differences, where the numbering correspondbéo  Nevertheless, when constraints on the allowed switch tran-
one in Section V-A. sitions are present, short switching horizons restrict she
1) Given the last switch positiom(k — 1) andignoring of switch positions that can be reached within the switching
the constraints on the switch transitions induced by therizon. More specifically, up to three consecutive stegs ar
inverter topology, 27 switching sequences of length omecessary to switch from one switch position to another. (e.g
result. from [-1 —11]T to[1 1 — 1]7 and vice versa). Thus, a
7) From the look-up table read out of the admissiblewitching horizon of N = 2 is too short to ensure that any
switching sequence from(k—1) to u(k) the first switch arbitrary switch position can be reached within the switghi

positionu*(k), and apply it to the inverter. horizon. For N = 2, this occurs only very rarely, because
those unreachable switch positions involve multiple shwitc
V1. DISCUSSION ANDCOMPUTATIONAL EFFORT transitions and are thus very expensive in terms of the cost

The notion of the candidate switching sequences associagagression. These issues are analyzed, visualized anéedsolv
with output trajectories that are element-wise feasibl¢hat in the second part of this paper [28] and in [24, Section 7.5].
end of the switching horizon or point towards the bounds, Next, we briefly analyze the computational burden of the
leads to the following properties. Firstly, step changes oontrol algorithm. For this, we assume that all basic openat
the bounds (e.g. large steps in the torque reference) cansbeh as additions, multiplications, divisions and conguars
straightforwardly handled. In such cases, a switchingsege require one computation cycle as well as evaluating a Iqok-u
may not exist that moves the output variables withintime- table. Possible operations for the loading or storing ofades
steps back inside the bounds. Considering also sequeratesdind the execution of loops are neglected.
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Fig. 6: Model Predictive DTC withV = 2: Torque step from 0.1p.u. to 0.9 p.u. torquetat 100 ms

potential trajectories are plotted together with their fodsiover the time axis.
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Fig. 7: Standard DTC: Torque step from 0.1 p.u. to 0.9 p..queratt = 100 ms and 50 % speed. The torque, flux and neutral point potergigictories are
plotted together with their bounds over the time axis.

To simplify the exposition, the switching horizon is fixedhe switching constraints, i.e. the desired switch positan
to N = 2 hereafter. We assume that in the first step th®e directly applied and the admissible switching sequesce i
inverter can switch from the last switch positiet{k — 1) of length one, the bounds are strictly respected. Howefer, i
to s; voltage vectors. Subsequently, by branching on eatlie admissible switching sequence comprises more than one
of theses; switch positions we obtain a total af, feasible element, the bounds are not guaranteed to be strictly resspec
switch positions at the second step. Then, as shown in detai it is the case for the scheme with > 1).
in [24, Section 7.4.1], the total number of operations reggli  Considering again the three-level inverter as above, the
to execute the control algorithm is6 + 39s; + 79s2. For computational effort forV = 1 is reduced by a factor of five
ABB'’s three-level inverter with the particular constranin compared to théV = 2 case. Specifically, the upper bound is
the admissible switch transitions, is upper bounded by 13 1859 operations.
and s, is upper bounded by 121. Therefore, the upper boundFor a detailed analysis of the computational burden for the
on the total number of operations per control cycle is given WMPDTC algorithms withV > 1 and N = 1, the reader is
10'082. Note that the computationally most expensive pafrts referred to Sections 7.4.1 and 7.4.2 in [24], respectividigse
the algorithm, which requires 70% of the total computatiogections also provide the pseudo code of the algorithms.
power, can be easily parallelized.

VIl. PERFORMANCEEVALUATION

B. Horizon N =1 This section compares the performance of the proposed
When limiting the switching horizon toNV = 1 the model predictive DTC schemes with ABB's ACS 6000
same properties described above are induced, except for difige [6]. This implies that we will use ABB's DTC as a
following difference. Relaxing the constraints on the sWit reference, to which we refer as standard DTC. The perfor-
transitions and using the notion of the admissible switghirmance comparison is done through simulations that are based
sequence avoids the restrictions on the set of switch pasiti on a very accurate and detailed Matlab/Simulink model of the
that can be reached within the switching horizon. More pre-
cisely, any switch position can be chosen by the optimimatio

step, yet only the first switch position of the corresponding Case study| Rated motor power| Rated motor voltage

admissible switching sequence is applied to the inverteis T ' LeMw 3.3kv

is done in accordance with the receding horizon policy. . 6.6MwW 8.1kv
Apart from that, bounds on the output variables are handled i 15kwW 400V

differently. In cases where the chosen switch position meet TABLE II: Motor ratings of the three case studies



drive, which was provided by ABB to ensure an as realistic | ©@se study| Average reduction of | Maximal reduction off
as possible simulation set-up. This model includes a state | 25% or 60Hz 42% or 120Hz
estimator for the motor fluxes, and an outer (speed) control . 23% or 66 Hz 42% or 132 Hz
loop that adjusts the torque reference and accordingly thel " 23% or 91 Hz 49% or 195Hz
(time-varying) bounds on the torque. For MPDTC, the look-UPABLE Ill: Reduction of the average switching frequengyof MPDTC with
table with ABB's DTC strategy is replaced by a function thaly = 2 relative to the standard DTC for the three case studies
solves at each sampling-instant the optimal control proble

according to Fig. 3 and Section V. o _ operating points, the bounds on the torque, stator flux and
Three case studies are considered comprising two mediufy,iral point potential are at least as well respected as by

voltage drives and a low-voltage drive. Table Il provideg e standard DTC scheme, as shown in Fig. 9 (the definition

a rough overview of these case studies, while the detailgflihe oot mean squared violation is given in Appendix A).

ratings and parameters can be found in [24, Section 7.6]. TWRyertheless, as described in Section VI-A, also the MPDTC
aspects are compared. Firstly, the torque, flux and neusiat p gcheme allows for slight violations of the bounds.

potential are compared when applying a torque step. Segond! |; 5 interesting to note that the largest performance im-

the average switching frequency is compared over the whoJg,yement is achieved around a modulation index of 0.5. Here
range of operating points, and the root mean squared \00latly; {he transition between the inner and the outer hexagon in
of the torque and stator flux bounds is evaluated, too. FdT bgfe tree-level inverter, the “density” of voltage vectorsda
control schemes, the same torque and flux bounds are usgfls the degrees of freedom is at its maximum. This allows
For the neutral point potential the bounds are chosen so ag{@ model predictive DTC scheme to choose among several
reflect the behavior of ABB's control scheme, thus ensuringtrerent switching strategies the one that meets the given
the comparison to be meaningful. _performance objective best. On the other hand, it seems that
The evaluations are performed for the whole operatinge standard DTC scheme struggles to take advantage of this.
range by gridding the speed, and the load torqudy at  1pe figures for Case Studies Il and IIl are very similar and

0.1,0.2,...1.0p.u.. The case of very high speed.q and s omitted here. As shown in Table Ill, the average and
1.0p.u.) was left out for Case Studies | and Il as the (totafhe maximal reductions are similar for all three case studie
dc-link voltage 0f4294V is too low to allow for an operation indicating that the proposed control scheme works equagly w

at high speed. At each operating point, the behavior of th& qrives with very different characteristics and ratings
drive was simulated overs.

C. Average Switching Frequency for Horizon N =1

_For the case of MPDTC withV = 1 as introduced in
For Case Study | and at 50% speed a torque step dgction V-B, we consider only Case Study | as an example. For
applied from 0.1p.u. to 0.9p.u.. Fig. 6 depicts the resgltincase Study 1, the average reduction of the switching freguen
closed-loop behavior of the torque, the stator flux and thger gl grid points is given by 16% (or 40Hz), while the
neutral point potential with MPDTC, whereas Fig. 7 shows thgaximum improvement amounts to 38% (or 91Hz). The
corresponding trajectories resulting from ABB's DTC s#@.  pounds on the torque, stator flux and neutral point poteati
As can be seen, the MPDTC scheme preserves the ragjghost perfectly respected over the whole range of operatin
dynamic response achieved by the standard DTC approggfints. The corresponding figures are omitted here due to

of less than 2ms at this operating point, while the boundgace limitations. The interested reader is referred tq [24
imposed on the torque, stator flux and neutral point potentiection 7.4.4].

A. Torque Step for Horizon N > 1

are slightly better respected. Compared to the performance results fdf = 2, the
performance improvement fa¥ = 1 is smaller by one third.
B. Average Switching Frequency for Horizon N > 1 However, at least in the absence of noise, the MPDTC scheme

First’ we consider the MPDTC scheme proposed in Sé@lth N=1 keeps the controlled variables tlghtly within their
tion V-A with a switching horizonN > 1. We setN = 2, bounds, whereas small violations of the bounds are tokérate

and additionally limit the number of switching sequences d¢r NV > 1.
imposing an upper bound of three on the total number of

switch transitions within a sequence. This bound removes a VIII. CONCLUSIONS
priori switching sequences with very high cost and gengrall In this paper, we have presented the new drive control
does not affect the performance. conceptmodel predictive DTC that is based on an internal

For Case Study I, Fig. 8(a) compares the average switchiogntroller model, switching sequences comprising mudtipl
frequencies of standard DTC with our proposed scheme. Thiime-steps, a controller objective function, and an optation
is done over the above defined grid of operating pointstage. The latter minimizes the objective function withpess
Fig. 8(b) shows the percentage-wise (relative) reductidh@ to the internal model dynamic, the bounds on the torquegistat
average switching frequency. Averaging the data in Fig) 8(Hux and neutral point potential, and the admissible switch
over all grid points yields an average switching frequendyansitions. This optimization is performed over a muéipl
reduction of 25% (or 60Hz), while the maximum improvestep prediction horizon. The control scheme is available in
ment amounts to 42 % (or 120 Hz). Over the whole range tfo forms — with a switching horizon larger than one and
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with a horizon equal to one. For illustration purposes, weehaconfirmed by experimental results. Moreover, the perforrean
focused in this paper on a three-level voltage source ieverimprovementis practically independent from the rating tred
driving a squirrel-cage induction motor. specific drive characteristics.

Compared to the state of the art in drive control, the (ii) Flexibility and simplicity: The MPDTC scheme is
proposed control scheme offers two major advantages. Hfighly flexible. It is straightforward to incorporate addital
Performance: MPDTC inherits the very fast dynamic torqua different performance and control objectives by simply
response of standard DTC that is inherent in hysteresimodifying the cost function. Most importantly, the conteol
based control concepts. By penalizing the short-term &ivitc can be directly applied to a large class of three-phase AC
frequency in the objective function, the average switchindrives — since the controller is based on an internal priedict
frequency is reduced — compared to ABB’s ACS 6000 schemmdel, only this internal model needs to be adapted. This
— by up to 50%. In average over the whole range of operatiagaptation can be done on-line as a parameter adaption to
points, the switching frequency is reduced by a quarterhét taccount for a varying stator resistance for example, oriit ca
same time, the imposed bounds on the torque, flux and neutral done off-line as a model structure change to make the
point potential are more strictly respected. In the seccartl pcontroller applicable to another drive with a differenténter
of this paper [28], these simulation results are accuratdlypology and/or a different electrical machine. The faat the



internal model is based on first principle dynamic equations
simplifies the controller design. Except for the width of the
hysteresis bounds, tuning parameters (like controllengyai [1]
field oriented control) are not required.

However, these advantages impose a significant computa}
tional burden inherent to model predictive control. It isrou
opinion that the computational burden associated with thg
algorithms is close to the lowest possible that is achievabl
for a model predictive control approach. Moreover, ABB’s
successful implementation of the MPDTC approach shown iy
the second part of this paper [28] proves that such algogthm
can be run on the already existing hardware in the time scal?a
required. [6]

(7]

The matrices and vectors of the discrete-time drive model
(14) are given as follows. -

APPENDIX

—Ts 5 0 s TE 0
0 —rgLrr 0 g Lm
A= T oD Tas °D y 18
T 0 —rp 5 —Wy (18) 9]
0 T Wy —1 55
1 0 0 [10]
Vdc 0 1 0
B, = P 19
1 2 00 0 ’ ( ) [11]
0 0 O
5 0 [12]
1 0 =0
Ba(a(k) ="(h)s— | =% 0 0 |PTT (20)
el 0 —ze o0 [13]
0 0 0
and [14]
I (v2(k)z3 (k) — wa(k)z1(K))
g(k) = 23 (k) + x3(k) ) (21)

w5 (k) (o]

wherex; denotes theth component of the vectar. 16]
The percentage-wise root mean squared violation of the

torque over the discrete-time axis = 1,2,...,knaz IS
defined as — [17]
100% > (er(k))? (22)
with
e(k) - Tmaz lf Te(k) > Tmaz [19]
er(k) =< Tomin — Te(k) if Te(k) < Thnin (23)
0 else,

whereT. (k) and the bounds are given in p.u.. The violationi&o]
for the stator flux and the neutral point potential are defined
accordingly. [21]
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