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Abstract— Dc-dc converters pose challenging hybrid control be imposed as safety measures, such as current limiting
problems, since the semiconductor switches induce different or soft-starting, where the latter constitutes a constraim
modes of operation and several constraints (on the duty cycle the maximal derivative of the current during start-up. The

and the inductor current) are present. In this paper, we propo® trol bl is furth licated b h .
a novel approach to the modelling and controller design problem CONTOI probiem IS furthér complicated by gross changes in

for fixed-frequency dc-dc converters, using a synchronous ep- the operating point that occur due to input voltage and dutpu
down dc-dc converter as an illustrative example. We introduce load variations.

a hybrid converter model that is valid for the whole operating Motivated by the aforementioned difficulties, we present a
regime. Based on this model, we formulate and solve a con-n4ye| approach to the modelling and controller design @bl
strained optimal control problem. To make the scheme imple- ) .

mentable, we derive off-line the explicit state-feedback control for fixed-frequency dc-dc ponvertgrs, using a synchronous
law, which can be easily stored and implemented in a look- Step-down converter as an illustrative example. The coewer
up table. A Kalman filter is added to account for unmeasured is modelled as a hybrid system. A piecewise affine (PWA)
load variations and to achieve zero steady-state output voltage model is derived that is valid for the whole operating regime
error. An a posteriori analysis proves — by deriving a piecewise anq captures the evolution of the state variables within the

quadratic Lyapunov function — that the closed-loop system is o . .
exponentially stable. Simulation results demonstrate the potential switching period. Based on the hybrid model, we formulate

advantages of the proposed control methodology. a constrained finite time Optlmal control (CFTOC) prOblem,
Index Terms— Model predictive control, hybrid system, piece- which is solved off-line using Dynamic Programming [.1]' §h_|
wise affine system, dc-dc converter, power electronics. approach leads to a state-feedback controller that is dkfine

over the whole state-space and yields the duty cycle as a PWA
function of the states. This controller can be implemented i
. INTRODUCTION form of a look-up table, thus avoiding on-line optimizatitke
Nowadays, switch-mode dc-dc conversion is a mature anguld like to emphasize that the controller is designed such
well-established technology, used in a large variety ofaleda that for the control law computation only directly availabl
ing applications. Yet, the control problems associatech witjuantities are needed. In particular, we assume that — or-acc
such converters still pose theoretical challenges for emwael dance with common practice — the input voltage, the inductor
researchers, which manifest themselves in the numerous porent and the output voltage can be directly measured.
lications on this subject over the last years. The developme The proposed approach carries a number of benefits — the
of advanced control techniques together with the increasewst prominent being the systematic character of the design
computational power of the available hardware in the contrprocedure that avoids excessive iterations and tuningatn p
loop, allow tackling the control problem from a new perspedicular, the control objectives are expressed in the costtian
tive. In this paper, we propose a new approach to the probl@ithe CFTOC in a straightforward manner, and all constsaint
— namely, we pose and solve the constrained optimal contese directly included in the design procedure leading to a
problem for fixed-frequency switch-mode dc-dc converters. controller that achieves current limiting without adopgtithe
The difficulties in controlling dc-dc converters arise froniraditional implementation. Most importantly, the contraw
their hybrid nature. In general, these converters featureet covers the whole operating regime due to the derived PWA
different modes of operation, where each mode has an assoepdel that provides an accurate representation of the cenve
ated linear continuous-time dynamic. Furthermore, caists for the whole state-input space. This leads to a closed-loop
are present, which result from the converter topology. Ierformance independent from the operating point. Morgove
particular, the manipulated variable of the control prablein an a posteriori step, a piecewise quadratic (PWQ) Lyapunov
(the duty cycle) is bounded between zero and one, andfimction is derived, which proves that the derived congroll
the discontinuous current operation a state (inductoreatyr is exponentially stable (at least for the nominal values of
is constrained to be nonnegative. Additional constraingy mthe input voltage and the load). Furthermore, the proposed
control scheme rejects gross disturbances in the (megsured
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optimal control methods for dc-dc converters is concewabl S1 Te Ty

and within reach. Moreover, compared with only locally dali MA-YY

controllers, which are predominantly used as shown below, 5 T; Te +

a more complex solution is to be expected since the controlv; &) 2 + To SV,

problem is addressed for the complete state-space. Ve R Te -
Due to space limitations, we provide here only a brief _

overview of the literature most related to our approach — a Fig. 1: Topology of the step-down synchronous converter

more extensive coverage can be found in Section 8.1.2 of [2].

The dominant approach to the modelling and controller aesig

of switch-mode dc-dc converters is the method of stateespac ) ) ) )
averaging [3], [4] and the design of a control loop compgsin'" Sectlor_1 V proving that _the no_mlnal closed-_loop system is
a Pl-type controller and a Pulse Width Modulation (PWM xponentially stablg. Seqnon. VI |Ilqstrates various m@f

unit. The controller is tuned for a model locally linearizedh® System's behavior with simulation results includingrist
around a specific operating point. In the literature a widegea UP» & comparison with a current mode P1 controller, and gross
of strategies have been proposed for improving the comtrolfh@nges in the input voltage and the output resistance. The
design, but the majority of the proposed design methods R&PEr 1S summarized in Section VIl and conclusions are drawn

still based on averaged and/or locally linearized modelkhef

converters. In this category, the methods introduced vany f Il. MATHEMATICAL MODEL OF SYNCHRONOUS

Fuzzy Logic [5] to Linear Quadratic Regulators (LQR) [6]dan CONVERTER

from non-linear control techniques [7], [8], [9] to feedfaard , . )

control [10], [11]. We start by modelling the physical behavior of the syn-

In [12], [13], the authors propose an (unconstrained) LQg@ronous step-down conyerter in continuous-time, and/derl '
controller based on a locally linearized discrete-time giodl©f €ach mode of operation the state-space equations. This
of the averaged dc-dc converter. In [14], an unconstrain@iPdel will be used later to simulate the behavior of the
nonlinear predictive controller is formulated for a dc-dme Plant. The circuit topology of the converter is shown in
verter using a control methodology that extends the concdpf- 1- Using normalized quantities, denotes the output load,
of Generalized Predictive Control [15] to nonlinear system‘hich we assume to be ohmic, is the Equivalent Series
For the latter, an implementation may prove to be difficulResistance (ESR) of the capacitor,is the internal resistance

due to the lack of convergence guarantees and the potgnti@f the inductor,z, and z. represent the inductance and the
excessive computation time. As an unconstrained optifizat caPacitance of the low-pass filtering stage, respectieeigiy;

problem is solved, the constraints on the duty cycle afignotes the input voltage. The semiconductor switches;twhi

the inductor current cannot be handled in a straightforwafi€ OPerated dually, are driven by a pulse sequence with a
manner constant switching frequency, (period 7). The duty cycle
: ; - _ ton :
Recently, there have been several proposals to apply néS defined byd = wheret,, represents the interval

W™ o Ts ! ) . . .
results from hybrid system theory to the analysis and cdiatro Within the switching period during which the primary switch
design of dc-dc converters. In [16] and [17], the authors-co

Js in conduction. For every switching periddthe duty cycle
sider the switch position as the boolean manipulated vieriaty (¥) € [0, 1] is chosen by the c;)ntroller.
of the control problem, and synthesize stabilizing cotersl Ve definex(t) = [i,(t) v.()]" as the state vector, where
using Relaxed Dynamic Programming [16] and LyapouncN(t) is the inductor current and.(t) the capacitor voltage.

theory. Our approach, on the other hand, uses the duty cy&ven the duty cyclei(k) during thek-th period, the system
a continuous-valued real variable bounded (yand 1, as is described by the following set of affine continuous-time

the manipulated variable, thus ensuring a constant swigchiState-space equations. Whitg is conducting, they are given

frequency. In any case, our approach is more related to [1@}’,

with the main differences that we address the constraints on (¢

the state and input variables during the controller desigua, = Fr)+fo, KL<t < (k+d(R))Ts, (1)

the fact that the controller is based on a PWA description of

the converter, which is valid for the whole operating range.2"d whenSi
The paper is organized in the following way. We start iHd ©

Section Il by summarizing the nonlinear continuous-tinagest dz(t)

space equations of the converter. Tiheesolution modelling = ), (k+dk)T <t < (k+ 1T, (2)

approach is introduced and analyzed in Section Ill. Based on . )

this model, we formulate and solve a constrained finite timghere the matrices” and f are given by

optimal control problem in Section IV. In Section IV-C we L(py g Tere) 1

pre-solve the control problem off-line and derive the eglawt F= [ Tey T g etres  mpTedre } (3)

state-feedback control law parameterized over the statees Te ToFTe Te ToFTe

This controller can be stored in a look-up table, hence atigw and

the practical implementation of the proposed control s@gem . [ L }

is off, the system evolves autonomously accord-

(4)

A piecewise quadratic (PWQ) Lyapunov function is derived



respectively. The output voltage,(t) across the load, is model. Therefore, we introduce the statét) = £ " which

v

expressed as a function of the states through scales (1), (2), (5) and (7) over. This yields the reformulated
state-space equations
volt) = g7 (1) (5) pace &
. da'(t) [ Fa'(t)+ f, kTs <t < (k+d(k))Ts
with . — a | F2@®), (k+d(k)Ts <t < (k+1)T
9= [ Totre  Totre ] : (6) (92)
Of main interest from a control point of view is the output v/ (t) = g72/(t), (9b)

voltage error ) . .
where the matriced”, f andg are as in (8), and;, = 2= is

v (k) = 1 DT (00t) — vo.rey) dt @) the scaled output voltage. The relation for the output gata
P T e, ° oref error is given by

integrated over thé-th switching period, where, ;.. denotes , 1 [RHDTs ,

the reference of the output voltage. Vg err(K) = T /kT (Vo(t) = Vg pep)dt  (10)
The converter model includes constraints. By definition, _

the duty cycled(k) is constrained between zero and oneVith the scaled output voltage referencg,,, = ~%< and

Moreover, a current limiting constraint has to be accountdfe scaled output voltage errof ... = “%==. Furthermore,
for, which is given by—is maz < i¢(t) < ig.max- we normalize the current limit to

In general, the parameters of a dc-dc converter are time- y i max 11
varying. These variations can be divided into two categorie Ymaz = ve (11)

The parameters of the low-pass filtering stage are subjec%trictly speaking the above scaling in (9) holds only if

only to slow deterioration over time or temperature changevi is time-invariant (or piecewise constant). Nevertheless,

'Specn‘lcally,'these include t.he ESR of the capgcrtgrthe for the prediction model one only needs to assume that the
internal reglstance of the 'ndUCt%' a_nd the inductance input voltage remains constant within the limited time o th
and capacitance of the low-pass f|Iter|_ng stageand z., prediction interval (a few switching periods). Since in giiee
respecuvely.-On the other hand, the- Input vol.tazg.;e_ and the input voltage is either piecewise constant or variey onl
the load resistance, may vary step-wise and S|gn|f|cantly.slole compared to the (very short) switching period, the

In parﬂcglar the Iogd resistance may vary by several prd%ﬁrmalized state equations can serve as a sufficiently aecur
of magnitude ranging from a short circuit to open C"C“'ﬁrediction model

conditions. Before proceeding, we elaborate on the parameters of the

reformulated model. For the controller design, we assurat th
Ill. M ODELLING FOR CONTROLLER DESIGN (the slowly varying parameters), r,, z, andz. are constant.
In the following, we derive a model to serve as predictioMoreover, we additionally assume that the load resistapée
model for the optimal control problem formulation in Seceonstant, but the input voltage), may vary with time. Since
tion 1IV. For this, we reformulate the converter model anthe scaling renders the prediction model equations indign

introduce thev-resolution modelling approach. of (the time-varying)v,, the matricest’, f andg in (8) are
time-invariant. Hence, the only time-varying model partane
A. Reformulated Continuous-Time Model are the scaled output voltage referengg., , and the scaled

: . . . L current limit .
First, from an implementation point of view, it is preferabl Y,maz

that all states are directly measureable. Thus, we replace i _ ) )
the state vector the capacitor voltage by the output voltag®- v-Resolution Discrete-Time Hybrid Model

This leads to the redefined state vectdt) = [i,(t) v,(t)]7, Using the reformulated continuous-time model derived in
and the matriceg’, f andg turn into the previous section as a starting point, the goal of thif@ec
v 1 is to derive a model of the converter that is suitable to serve
F = - T , as a prediction model for the optimal control problem. This
Totrotro)zens  — (rotre)wene gy Mmodel should have the following properties. First, it isunat
e T to formulate the model and the controller in the discreteeti
f= { %27 } J 9= [ 0 1 ] : domain, as the manipulated variable given by the duty cycle

. ) is constant within the switching period and changes only at
Second, as will be motivated later, we remavefrom the  ihe time-instants T}, & € Ny. Second, it would be beneficial
model equations by using it to scélthe physical quantities ¢, capture the evolution of the states also within the switgh
(states, output voltage reference and current limit) useifié  herioq; as this would enable us to impose constraints on the

1In general, such a substitution is not advisable, since tipuo voltage of states not only _at time-instanis/’s but also on |nterme<j|ate
most dc-dc converters is not continuous over time. For thedem converter Samples. This is needed to keep the peaks of the inductor
treated here, however, the output voltage is a continuoostifan of time.

2As it is common practice, we assume all quantities to be giverhén t 3In Section IV-D, we will relax this assumption and introducéaman

p.u. system, thus to be normalized in the standard sense. @Herrehould filter to account for (unmeasured) changes-inby manipulating the scaled
distinguish between the p.u. normalization and the scalirey os. output voltage reference/, ref:
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(a) The state evolution of the continuous-time nonlinear
model (solid lines) is compared with the sequence of
states of the discrete-time hybrid model (dashed lines)
using v = 10 subperiods, where the saw tooth shaped

third (auxiliary) mode that captures the transition fromdao
one to mode two. More specifically, the modes are (i) the
switch S; remains closed for the whole subperiod, (ii) the
switch S; is open for the whole subperiod, and (iii) the
switch S; is opening within the subperiod. Hence, for the
n-th subperiod, the state-update equation is

®L(n)+ 7, On N Opy1
§n+1) = ® &(n), On
O E(n) + Y(vd(k) —n), on A Tpti,
(13)

where® and ¥ are the discrete-time representationg’oand
f as defined in (8) with “sampling” time,. Note that if the
third mode is active, i.es, A 7,41 holds, vd(k) — n is
bounded by zero and one. Thus, the third mode is a weighted

line represents), and the smooth curve is, . .
P ¢ ¢ average of the modes one and two. By increasirte error

17 introduced by averaging can be made arbitrarily small.
The safety current limit is imposed on the evolution of the
states{(n) by adding the constraints

_Z’Z,mam < [1 O] f(n) < i;,mam’ n= 07 17 sV 1. (14)

The notion of thev-resolution modelling thus allows us to
impose the current limit on the stat€gn) with the fine
resolution Z= rather than only on the states(k) with the
coarse resolutioff.

Using the output voltage given by

0 / T
KT, (k+1)T, vy(n) =g &(n), (15)
(b) Position of the switctd; and the number of the mode
that is active in the respective subperiod

we approximate the voltage error integral (10) for thh

period in the following way.

Fig. 2: Thev-resolution modelling approach visualized for theh period 1
v
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current below the current limit. Third, the model needs to n=0

yield an approximation of the output voltage error given fogy t Before proceeding, we define constraints on the states, the

integral (10). Most important, as the converter is intGatly Parameters and the duty cycle. For the states, we require

hybrid in nature, we aim to retain the structure of the twg € ', and the parameter vectat, = [v) ¢ i} 0.]"

operation modes and to account for the hybrid character. iS restricted tov, € V', where )’ is application specific.
Hereafter, we introduce theresolution modelling approach The duty cycle, on the other hand, is physically restricted t

that accounts for all the above requested properties. As-ill deU =10,1].

trated in Fig. 2, the basic idea is to divide the period of tang N summary, the/-resolution modelling approach provides

T, into v notional subperiods of lengthr, = T, /v with v € N, @ dgscnpuon of the state evolution within one penqd. In

v > 1. Within thek-th period, we us€(n) to denote the states Particular, the discrete-time sequer{¢€0), £(1), ..., £(¥)] is

at time-instants7,+nr, with n € {0,1, ..., v}. Furthermore, an accurate representation of the continuous-tim_e em_miuti

by definition, £(0) = 2/(k) and2’(k + 1) = () hold. Note Of «(t) for ¢ € [KT5, (k + 1)T]. The only approximation

that ¢ refers to the scaled'. introduced is the weighted average that appears in the third
We would like to stress that the controller samples the phy&iode of (13) when switct is turned off.

ical plant only everyl’;. Subdividing7 into subperiods does

not imply a higher sampling rate. The-resolution approach C. Formulation of »-Resolution Model in Hybrid Frameworks

increases the model accuracy beyond standard averagifg whi1) MLD Form: Using the HYbrid Systems DEscription

retaining the sampling intervdls. Language MsDEL [19], the above described model can be
Next, we introduce~ binary variables easily cast in the Mixed Logical Dynamical (MLD) frame-
o —true = d(k) > % n=0.....v—1. (12) \t/:/(cj)lrk [20], which is well-suited for constrained optimal eon

which represent the switch positions 6f at time-instants 1€ general MLD form is

n7s. Recall that the switcly; is dually operated with respect (x4 1) = Az(k) + Byu(k) + B2d(k) + Bsz(k)  (17a)

to S;. o
For each subperiod, we introduce the two modes discussed’*) = C(k) + Dru(k) + D20(k) + Dsz(k) (17b)

above (switch closed and open, respectively) plus an additi Ed(k) + Ezz(k) < Ega(k) + Evu(k) + Es , (17¢)
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Fig. 3: Polyhedral partition of the converter's PWA model for= 3 (for  Fig. 4: Accuracy (2-norm error) of the state-update funttbthew-resolution
the converter parameters in Table I, intersected mrj)glqef = 0.556p.u. and  model with respect to the nonlinear dynamic
= 1.667p.u.)

i%,mtzx
removing the two dimensions corresponding to the parameter

wherez € R™ x {0,1}" denotes the states, € R™ x  gpace)’. Fig. 3 shows the resulting polyhedral partition of the

{0,1}™ the inputs andy € R x {0,1} the outputs, state-input spaca” x4, where we have additionally restricted

with both real and binary components. Furthermaiec tne first statei) to [ i . Note that small (large)

. . . e . ,maflf’ ,max b

{0,1}* andz € R" represent binary and auxiliary continuougapacitor voltages and large (small) duty cycles corresion

variables, respectively. These variables are introducBénw |arge (small) inductor currents. Since we have added therupp

translating propositional logic or PWA functions into lave anq |ower safety current constraint in (14) as hard comggai

inequalities. All constraints on states, inputs, outputsl &t the model, these state-input combinations are remowen fr
auxiliary variables are summarized in the mixed-integeear the x’ x V' x 1/ space.

inequality constraint (17c). For details on the MLD framekyo
the reader is referred to [20]. ) )
The v-resolution model (12)—(16) can be directly describeB: Analysis of Hybrid Model
in HYsDEL on a high-level textual basis. For theYyBIDEL The exact discrete-time mapping from time-instafit, to
code the interested reader is referred to Appendix A.4 {n + 1)T, yields the nonlinear state-update map
[2]. The derivation of the MLD model (17) is performed (k)T
by the HrsbeL compiler, which generates the corresponding ./ _ FT. F(T.—t)
matrices. The above procedure yields an MLD model with Tewacr(h +1) = e (k) +/o ‘ dtf. (18)

two states, two parameter§iv) z-variables,(2(v — 1) + 1)  \hich is the discrete-time representation of (9a). Thererro
d-variables and(24v + 8) mixed-integer linear inequality pepyeen (18) and the state-update function ofitiresolution

constraints. _ o model is defined as
2) PWA Form: For the computation of the explicit state-

feedback control law, the converter model is required tonbe i e(d)=al . (k+1)—2'(k+1). (29)
PWA form. Polyhedral PWA systems are defined by partition- i ) - )
ing the state-space into polyhedra and associating with ead'€ 2-10rm of this error is plotted in Fig. 4 as a function

polyhedron an affine state-update and output function [2 f the duty cycle forv = 1,2,3 using the set of converter
As shown in [22], for a given well-posed MLD model ther arameters of Table I. As can be easily shown analytically by

exists always arequivalent PWA representation. Equivalenceapplying (13) consecutively the errefd) is a function of the

implies, that for all feasible initial states and for all $dae d}Jty cyc!e only. Hgnce, since(d) is independent of the state
input trajectories, both models yield the same state anpuout™ (k), this comparison ho!ds for the whole state_:-space._
trajectories. The conversion from MLD to PWA form is |N€ choice ofv = 1 yields the standard (discrete-time)
performed efficiently using the mode enumeration algorithAYeraged model, which is predominately used for the cdatrol
presented in [23]. The resulting PWA model is defined on tlﬂfs'gn of de-dc converters.

five-dimensional spac&” x V' x U given by the states, the 7 (k+1)=da' (k) + Ud(k) (20)
parameters and the input.

Example 1. To visualize the PWA model of the converterwith ® = 7> and ¥ = fOTS eF(Ts=tdt f. Obviously, the
consider the set of converter parameters given in Tablealeraged model is perfectly accurate k) = 0 andd(k) =
Furthermore, we seft’ = [—4,4] x [-0.1,1]p.u., V' = 1, anditis at its worst fod(k) = 0.5. As one can see, setting
[0.2,1] x [0.6,3] p.u. andl/ = [0,1]. To better visualize the to 2 already significantly improves the accuracy of the model
polyhedral partition, we perform an intersection®@f x V' x  For v = 3, the error is small enough to allow designing a
U with v, .., = 0.556p.u. andiy,, . = 1.667p.u. thus controller with sufficiently accurate closed-loop perfamae.

o,re



Using (13) consecutively, the discrete-time state-updap andi;mm, which will be used as the inputs to the optimal
of the v-resolution model can be derived. For= 3, this is  controller, directly follow.

' (k+1) = &3 (k)+

q)2\113d(k), d(k/’) c [0’ %] (21) A ObJeC“Ve Funct|0n - -
+{ P2V + dW3(d(k) — 1), d(k) € %7 2], In general, the control objectives are to regulate the aera
P2V + OV + U3(d(k) — %)7 d(k) € [571] output voltage to its reference as fast and with as little
overshoot as possible, or equivalently, to (i) minimize the
with @ = e+, W = [ P (=4t f and 7, = . Note that output voltage erron, ., (ii) despite changes in the input

for the v-resolution mOdel, the matriceB and U have been V0|tage vg OF Changes in the load resistanﬁ@ and (|||) to

derived by exact time-discretization over the subperiod  respect the constraints on the inductor current and the duty
The partition induced by this map confirms the polyhedraycle. For now, we assume that the load resistapdg known.

partition of the PWAv-resolution model, which is VisualizedWe will later drop this assumption'

in Flg 3. As the converter dynamiCS are linear in the States,To induce a Steady state operation under a constant non-

there is no partitioning in the state-space. Yet, they ardimo zero duty cycle, we introduce the difference between two
ear in the duty cycle. The-resolution model approximates thisconsecutive duty cycles

nonlinearity by partitioning the duty cycle im segments and
by averaging the transition from the first to the second mode Ad(k) = d(k) —d(k —1). (22)
by a third (auxiliary) mode. In particular, the hybrid model Next, we define the penalty matri9 = diag(qi,q2) with
continuous when moving from one polyhedron to a neighbolﬁ,q2 e R* and the vectoe(k) = [v/, ., (k) Ad(k)]T with
ing one. This follows from the state-update equation (21 arn), (k) as defined in (16). Consider the objective function
is confirmed by the continuity in Fig. 4. o

We would like to stress once more that these results hold for , Nl
the whole state-space making the model a valid approximatio” (' (k), d(k—1), v, (k), D(k)) = > Qe(k+ek)1, (23)
for all operating points, rather than locally for a specific =0
operating point, as standard linearization would do. Thdgr which penalizes the predicted evolution aft + ¢|k) from
off between model accuracy and complexity is determined liyne-instantt on over the finite horizorV using thel-norm.

the design parameter. Note that the objective function not only depends on the
sequence of control input® (k) = [d(k),...,d(k+N —1)]T
IV. CONSTRAINED OPTIMAL CONTROL and the (measured) staié(k), but also on the last control

. . . 1jnrputd(k: — 1), the output voltage refereneg Tef(k:) and the
In this section, we propose a new optimal control scheme Qlrrent limit (k), which are allowed to be time-varying
dc-dc converters. Our controller is based on constrainétefin to account foerméﬁgngés in the input voltaggk). Recall that
time optimal control (CFTOC) with a receding horizon po]icyWe had defined”, — v/ p " .

more specifically on Model _Predict_ive Control (_MPC) [24]. Summing up,pobjec(;i\r/(g (ifﬂiréaaicncorporated in the objective
In MP.C’ Fhe control input is obtamed by solving at eacﬂlnction, whereas objective (ii) is handled by normalizthg
sampling instant an open-loop optimal control problem ov Fediction model by., feeding the model with which

a finite horizon using the current state of the plant as tk > oref:

initial state. The underlying optimization procedure gielan

i€ basically the inverse of,, and assuming for now that
) o . .1, is known and updating the prediction model accordingly.
optimal control sequence that minimizes a given obJectl\éb
function. By only applying the first control input in this

jective (iii) is easily accounted for in the prediction ded
sequence and by recomputing the control sequence at

\gfere hard constraints are imposed on the inductor current
next sampling instant, a receding horizon policy is achieve

d the duty cycle.

which provides feedback. A major advantage of MPC is its ) )
ability to cope with hard constraints on manipulated vdgap B- On-Line Computation of Control Input
states and outputs. Furthermore, as introduced in [20], MLD The control input at time-instarit is obtained by minimiz-
models can be straightforwardly used as prediction modétg the objective function (23) over the sequence of control
for MPC. Moreover, the optimal state-feedback control lamputs D(k) subject to the mixed-integer linear inequality
can be pre-computed off-line for all feasible states ushey tconstraints of the MLD model (17), the physical constraints
state vector as a parameter. For hybrid systems, such a dnethio the sequence of duty cycles
has been introduced recently [25]. Apart from this, to adslre
unmeasured changes in theylgac} registor, we introduce at the 0<dl)<1, £=k,...k+N-1, (24)
end of this section a Kalman filter that adjusts the outpghd the expression (22). This amounts to the CFTOC
voltage reference accordingly. . ) ) ,

In the sequel, we assume that the input and output voltages?” (k) = arg ) J(@'(k), d(k = 1), v,(k), D(k)) ~ (258)
vs andw,, respectively, and the inductor curreit can be .
measured. The output reference voltagg.; and the current subj. 1o (17) (22), (24) (25b)
limit 4,4, are given by the problem setup. Based on tho$eading to the sequence of optimal duty cyclBs(k), of
measurements and parameters, the scaled quantjtie§,.,, which only the first duty cycled*(k) is applied to the



converter. At the next sampling intervdl,is set tok + 1, a achieve optimality with respect to the objective functi@3)
new state measurement is obtained, and the CFTOC problear very small (and very high) output voltages, the upped (an
is solved again over the shifted horizon according to tHewer) current constraint becomes active. This is refleated
receding horizon policy. As we are using theworm in all cost the 'bending’ of the control law visible in Fig. 5.
expressions, the CFTOC problem amounts to solviivjed-

Integer Linear Program (MILP) for which efficient solvers p. | oad \Variations

exist (like [26]). In the following, we drop the assumption that the load

resistance is known and time-invariant. The load might e es
C. Off-Line Computation of State-Feedback Control Law mated (e.g. by using an extended Kalman filter), but as can be

To allow an implementation of the proposed controlle?geen from (8), the load enters the model equations nonlinear

despite the high switching frequency, the solution to t

CFTOC problem (25) needs to be pre-computed off-line. Tol;k)(? necessary leading to an overly complex PWA model and
so, we use the algorithm described in [27], where the sotutié"” extremely complex ;tate-feedback C°”tf°' Iaw_. we rat.her
is generated by combining dynamic programming with mulg!™m at a way tp_ cope with Ioa}d changes without introducing
parametric programming and some basic polyhedral manipuﬁ 0 much addmon'al complexity. Hence, we propose to. use
tions. This algorithm is based on a PWA representation of tf e p_rewously der_lved state-feedback pontroller (for raet

hybrid converter model (rather than its MLD form). As in (25)|nvar|ant and nominal load, - 1), to which we add a loop.

the control input is parameterized by the state veeatdk), As can be seen from (8), in general, changes in the load

the last control inputl(k — 1), the output voltage reference,reSiStor affect the converter dynamics and the dc gain. This

o (k) and the current limit, (k). As will be motivated is particularly the case, when the load decreases signifjcan

o,ref\V ) {,max o H ;
in Section IV-D, we refrain from parameterizing the contro elow the nominal value. Yet, in the presence of extreme load

law in the load, but rather assume the load resistance to gistor drops when the current constraint becomes active,
constant and n(,)minah( —1pu) the only objective of the controller is to respect the safety

The resulting optimal state-feedback control ldi(k) is a constraint on the inductor current and to drop the output
PWA function of [(z/(k))" d(k — 1) o/ f(k) i, (k)T voltage accordingly. On the other hand, if the load is royghl

defined on a polyhedral partition of the five—dimensionzic]()mmaI or increased b_eyond 'tS. nominal ValL.je’ then the
parameter spac&” x U x V. More specifically, the state- ynamics and the dc gain are subject only to minor changes.

space is partitioned into polyhedral sets and for each m‘etheYet' due fo the accuracy requirement for the output voltage

. 0 .
sets the optimal control law is given as an affine function iﬁglﬂ‘zmO{;n(sntgZg%g’ts;ea%ré?éf:elng(\)léssﬁ’)’ eevsetrlosr;;”:e\:vrﬁh this
the state. For more details concerning the algorithm and |s%ue bg adiusting the scaled out .ut voltagge refereng od |
properties of its solution the reader is referred to [28]. Y ad) 9 P 9

Example 2: For the PWA model derived in Example 1 withthe controller such that the error between the output veltag

the model and control problem parameters given in Table | V\%]d t.heactuaj reference is made small. '
' .. This can be achieved through the use of a Kalman filter [31]

compute the PWA state-feedback control law using the Mu“t'ﬁat yields a zero steady-state output voltage error dugsto i

Parametric Toolbox [29]. The resulting controller is de‘ﬂneintegrating character. For this, we augment the reforredlat

on 633 polyhedral regions in the five-dimensional parameter ~. : L )
spaceX’ x U x V'. Using the optimal complexity reduction &mmlnal) continuous-time system (8)—(11) by a third stgte

algorithm [30], the controller is simplified to 121 regions. that tracks the output voltage error, and we use the Kalman

To visualize the state-feedback control law, we substitu%ter to estimate the augmented state vector
V) ey = 0.556 UL, iy 0, = 1.667p.u. andd(k — 1) = 0.6 o =i, )" (26)
into the control law. As a result, the control law, which msfe ) ) )
now to the nominal case, is defined on the two-dimensional '€ augmented model is modelled with a stochastic
state space”. Fig. 5 depicts the control inpul(k) as a Pwa Ccontinuous-time state equation
function of 2/(k). Note that the control law is well-defined, dz/,(¢) F 0], !
that is for eachy’(k) € X', d(k — 1) € U andv!,(k) € V' &t [ 0 0 ]xa“) - [ 0 ]“(t) +Gun(t), (27)
exists a polyhedron and an associated affine control law Suv%'ere u(t) is the signal that drives the converters primary
thatd(k) can be evaluated as can be seen from Fig. 5(b). Yg\t/(/itch
the control law is discontinuous leading to the gaps visible
Fig. 5(a). u(t) = { 1, kTs <t < (k+d(k))Ts } 28)
This control law, which is essentially a collection of (aé)n 0, (k+d(k)Ts <t<(k+1)T
proportional (P) controllers, can be interpreted as fodlolm a and the measurement equation
small neighborhood of the steady state operating pointchivhi y
is given by, = 0.3011p.u., v, = 0.556 p.u. andd(k) = { Zé(t) } :{ L 00 ]x;(t)+Hw2(t), (29)
0.585p.u., the controller resembles an affine P-controller. Uo(t) 0 11
Further away from the operating point the behavior of theith the matricesG = diag(1,1,1) and H = diag(1,1). The
controller changes drastically. In particular, the cohtew random variablesv; (t) € R? and ws(t) € R? represent the
saturates to respect tli@ 1] constraint on the duty cycle andprocess and the measurement noise, respectively. They are

0 account for that, numerous PWA approximations would
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(a) Control law inX’ x U space (b) Control law in X’ space

Fig. 5: State-feedback control laé(k) for d(k — 1) = 0.6, v’

oref = 0.556 p.u. andigﬁmaz = 1.667 p.u., where dark blue correspondsdfk) = 0 and
dark red tod(k) =1

independent white and normal (Gaussian) probability ihistr ~ Let 2/, (k) = [i(k) v, (k) d(k—1)]", z..(k) € X’ xU denote
tions with E[w;w!] = W1, E[lwawl] = Wy and Ejwywl] = the state vector of the autonomous system, and assume that
0, where 0 is a zero matrix of appropriate dimension. Wen equilibrium pointz;, exists forv, = v, .. Since we aim
require GW,GT = 0 and W, + HW,HT = 0. Note that the at showing stability of the equilibrium poirt’,, we perform
augmented model is detectable and uses the nominal valueghef coordinate transformation
the load resistor. Moreover, the effects of the switchinghie , .,
converter are lumped in the time-varying input at the right- C(k) = zo(k) — 2. (31)
hand side of (27), thus reducing the estimation problem {g the sequel, we consider the autonomous system with state
that of a linear system driven by a time-varying input. vector((k) € Z, Z = {¢|¢+7. € X' xU}. For this system,

To allow an easy implementation of the Kalman filter, w@onsider the invariant subsgy, C Z defined as
use a steady-state constant Kalman gain. To calculatethieis,
noise covariance matricéd’; and W, are chosen such that 20 =1{¢(0) € Z[((k) € Z Vk >0}. (32)
high credibility is assigned to the measurements and dycami /o adopt the PWQ function
of the physical states, namely and v/, while low credibility
is assigned to the dynamics of the dummy stdteAs a result, L) =¢TP¢ if ¢ € Q;, (33)
the Kalman filter accurately trgcks the phyglcal StateSJeNhlwherePi is a constans x 3 matrix and; is a polyhedron.
the error due to the model mismatch (coming e.g. from trwe impose
different loads) is assigned tg. As a result, the third state P
v/, tracks the output voltage error. In a last step, we adjust the L(¢(k)) = aillC(R)|[3 V¢(k) € Qin Zo (34)
output voltage reference/ ... s by the tracked voltage error.

Specifically, we replacegﬂfe} in (10) by and
B ref = Uy e — O (30)  L(C(k+1)) = L(¢(k)) < —pllC(R)]I3 YC(k) € Zo, (35)
where ¢, denotes the estimate of. whereg; > 0 andp > 0. Note that (34) does not imply that
the matricesP; are positive definite since the inequalities are
V. ANALYSIS required to hold only for the correspondirigh polyhedron.

In an a posteriori analysis, we aim to show — by deriving Burthermore L (¢) may be discontinuous across the polyhedral
piecewise quadratic (PWQ) Lyapunov function [32] — that theoundaries.
optimal controller leads to exponential closed-loop digbi Theorem 1. [32, Theorem 1] The equilibriung = 0 of
Starting with the explicit PWA representation of the optimahe above autonomous system is exponentially stablgif
control law, we close the control loop with the PW#& there exists a PWQ Lyapunov functidi(¢) as in (33)—(35).
resolution model derived in Section IlII-C.2. This leads t&or details on Lyapunov functions for PWA systems and
a closed-loop system, which is PWA and autonomous lepmputation approaches, the reader is referred to [32]28id [
definition. To facilitate the analysis, we restrict oursgs\to respectively.
the nominal case with nominal load and nominal input voltage Example 3: Consider the nominab-resolution model in
namely r, = 1p.u. andvs = 1.8p.u.. Hence, a Kalman PWA form as in Example 1 (with the nominal parameters as
filter adjusting the output voltage reference is obsoletd ain Table I), and the corresponding state-feedback consnal |
the output voltage reference is constant. derived in Example 2. An analysis shows that an equilibrium



Parameters of the Converter
ze. 10.294p.u.| xz, 0.477p.u.| igmee 3P.U.

25 re 0.00lpu. | 7, 0.05p.u. | 7o 1p.u.

Parameters of the Controller
20 v 3 N 2
15 q 4 g2 0.1

~ TABLE I: Model and controller parameters used for the simolatiesults

10
g normalized to theper unit system, and one time unit of the
0 time axis equals one switching period.

0

0.2

0.4

0.6

0.8

1

The circuit parameters of the converter are summarized in
Table I. The parameters were chosen to represent a realistic
problem set-up, describing for example4V to 12V, 144 W
synchronous step-down converter operating with a switchin

!

v (k) frequency ofl 00 kHz. If not stated otherwise, the input voltage
Fig. 6: Value of Lyapunov function along closed-loop tragey during start- IS vs = 1.8 p.u. and the output resistance is given hy=
up plotted on theX” plane 1p.u.. The output voltage referenceus,.r = 1 p.u..
The v-resolution model uses the same parameters as the
physical plant model, with the difference that it is scaled
pointz;, with v;, = v, .., exists. This allows the derivation of with respect tov, and that it always uses the nominal load
the closed-loop autonomous system with state ve¢tby € ;= 1p.u.. Even though two subperiodsin the v-resolution
Z. A subsequent evaluation of the autonomous system shawsdelling approach yield satisfactory results, we chose 3
that the control invariant subset is equal &/ x U, and to accurately model the nonlinear dynamics. The polyhedral
consequentlyZ, = Z. This implies that for any initial state partition of the PWA model is visualized in Fig. 3.
within X7 x U, all constraints will be met at all future time- Regarding the Opt|ma| control Scheme, the pena]ty matrix is
instants. In particular, a control input will always be foun  chosen to be) = diag(4,0.1), putting a rather small weight on
Using the Multi-Parametric Toolbox [29], a PWQ Lyapunothe changes of the manipulated variable. In all simulatitimes
function L(¢) with p = 3.4 -107° is found in 2.9min on prediction horizon is set t&" = 2. Based on this, as detailed in
a 2.8GHz Pentium IV machine. Consequently, the nomingkction IV-C and Example 2, the PWA state-feedback control
closed-loop system is exponentially stable. We would like {aw shown in Fig. 5 is derived for the nominal output resistan
stress that stability is proven for alf.(k) € X’ x U and ,, =1p.u.
not only locally aroundv, ,.,. This is in contrast to classic For the covariance matrices of the Kalman filter, we set
stability analysis technlques based on a linearized mdue! tyy, — diag0.1,0.1,100) and W, = diag(1,1). These are the
allow proving stability only in a (small) neighborhood anli same both for the on and the off mode (correspondingto
the operating point. being on and off, respectively).
For the nominal start-up, the decaying value of the Lya-
punov function along the closed-loop trajectmg(k:) k € N,
is depicted in Fig. 6. In this figurd,(«'.(k) — ) is plotted A Nominal Start-Up
over the two-dimensional state-spaéé, where the third  Fig. 7 shows the step responses of the converter in nominal
dimension corresponding té(k — 1) € U has been omitted. operation during start-up with the initial stat€¢0) = [0 0]
Note that forX”’ the same scaling is used as in Fig. 5 to allownd d(—1) = 0. The following three control schemes are
a direct comparison. compared: MPC with a2 = 3 resolution model, MPC with
an averaged model/(= 1) and the industrial standard — a
current mode control scheme. Since the latter is known to be
unstable for duty cycles above5 [34], we have included a
In this section, simulation results demonstrating the pstope compensation scheme to remove this instability. This
tential advantages of the proposed control methodology aédition and the tuning of the Pl controller is done follogin
presented. Specifically, we examine the closed-loop dycemithe design procedure summarized in [34].
behavior for the start-up, and the response to step changes iFor MPC with ther = 3 resolution model the output
the input voltage and the load resistance, respectivelg T¥oltage reaches its steady state within ten switching gderio
simulations were carried out using the continuous-time-nowith an overshoot not exceediny%. As can be seen the
linear model of the converter (1)—(7) as the real plant,infps current constraint is largely respected. The small viotai
the loop with the constrained optimal controller designed iare due to the coarse resolution of theesolution model.
Section IV. The inductor current of the converter and th8pecifically, the current constraint can only be imposed at
input and output voltages were regarded to be measurabléme-instants within the switching period. The steadyestat
as it is current industrial practice. Furthermore, we neiglé error in the output voltage is with.5 % sufficiently small and
measurement noise. All variables in the following figures acan be further reduced by increasing

VI. SIMULATION RESULTS
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within four switching periods. The relatively large undevst
results from the constrainl(k) < 1, as can be seen in Fig. 8.

0.95
10_ 15 20 % 30 Step-up changes in the input voltage lead to similar results
(c) Detail of output voltage () The step-up case from, = 1.8p.u. tov, = 3p.u. can be
found in [2].

Summing up, disturbances in the input voltage are rejected
very effectively by the controller, and the output voltage i
quickly restored to its reference. This is because the -state
feedback control law is indirectly parameterized by theuinp
voltage by scaling the measured states, the output voltage

10 15 20 25 30 reference and the current limit with respectito As a result,
(d) Duty cycled(t) the performance of the controller is not affected by changes
n v,.

Fig. 7: Closed-loop responses during start-up in nominataijun for MPC
with v = 3 resolution model (solid blue lines), MPC with averaged model

(dashed green lines), and current mode PI controller (dotddines) C. Step Changes in Output Resistance

In a last step, we investigate the closed-loop performamce i
the presence of major step changes in the output resistgnce
In the sequel, we add the Kalman filter to the MPC controller,
current constraint is violated by up 0%, thus making where the Kalman filter is used to adjust the output voltage

) )
a shorter rise time possible. The inaccurate averaged moffégre”,ce”ofref tohaccoupt f?rl ur:dme_asured changes-in
motivates the use of a hybrid model with> 1. The current tarting from the nominal load, = 1p.u., at time-instant

mode PI controller, on the other hand, respects the currdnt 5> @ Step down to,, = 0.5p.u. is applied. Fig. 9 depicts
constraint and yields the same rise time as MPC with th&€ corresponding closed-loop performance for MPC and the

v = 3 resolution model. Yet, it exhibits a large overshoot Ogurren_t mode Pl CF’”"O”er-, As can be observed, the dynamic
gehavior of MPC is superior to the PI controller leading to

a three times smaller settling time. Step-up changes in the

output resistance lead to similar results. The step-up ftase

) r, = 1p.u. tor, = 4p.u. can be found in [2].

B. Step Changes in Input \bltage In the last case, we examine a crucial aspect of the controlle
Operating at steady state with the nominal input voltaggperation, namely the system’s protection against exgessi

vs = 1.8p.u. a step change down i@ = 1.2p.u. occurs at load currents. Aiming at activating the current constraiinge

time-instantk = 3.5. The closed-loop disturbance responsdead drops at: = 3.5 from its nominal value to, = 0.05p.u.

for MPC with ther = 3 resolution model and for the currentbasically creating a short circuit at the output. The siriafa

mode PI controller are shown in Fig. 8. In contrast to theesults in Fig. 10 show that the proposed controller respect

PI controller, MPC rejects the disturbance well. Specifical the current limit and forces the output voltagg to drop

the output voltage remains practically unaffected and tire ¢ to the level that is needed to respect the constraint. We

troller settles at the new steady-state duty cycle verykdyic would like to stress that this feature is explicitly addesks

The MPC scheme using the averaged model with= 1
leads to a steady state output error3of %. Moreover, the

almost 10 % and a large settling time of approximately 3
switching periods.
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PI controller Pl controller

VII. CONCLUSIONS

during the controller design by simply adding the current

. j g We have presented a new modelling and control approach
constraint to control problem formulation. This is in cadr b g PP

for fixed frequency switch-mode dc-dc converters by formu-
?ating a constrained optimal control problem using hybrid
systems methodologies. The method is presented here for
synchronous step-down dc-dc converters, but as shown n [35
As anticipated in Section IV-D, the Kalman filter andand [36], it is directly extendable to other converter tagits
the inaccuracy introduced by the usage of the nominal of the same class.
are overshadowed by the presence of the current constraintMore specifically, for the synchronous step-down converter
Hence, for small changes in,, a Kalman filter is needed a novel v-resolution hybrid model was introduced to avoid
for achieving a zero steady-state error — possibly causingageraging and to model the converter arbitrarily accuyaseld
slight deterioration of the dynamic performance. Yet fogé& a constrained finite time optimal control problem was formu-
load drops, due to the activation of the current constraidted and solved online and off-line. This control methodgy!
the Kalman filter has hardly any effect on the closed-loognabled us to explicitly take into account during the design
dynamic behavior. In particular, the Kalman filter does ngihase physical constraints, such as the restriction of titg d
lead to violations of this constraint. This argument jusifihe cycle between zero and one, and safety constraints, such as
reasoning in Section IV-D, where we proposed the use of tharrent limiting. The off-line solution to the control prieim
nominal v-resolution model withr, = 1p.u. in combination yielded an explicit state-feedback controller defined on a
with a Kalman filter. polyhedral partition of the state-space that allows thetpral

limiting protection scheme is not directly treated as péihe
controller design.



implementation of the proposed scheme.
This controller is parameterized not only by the measured

statesi; (k) and v, (k), which are scaled by the input voltageg 7
vs, and the previous duty cyct§k—1), but also by the scaled
output voltage reference, . (k) and the scaled current limit
i7 maz (k). This allowed us to efficiently reject disturbances ipyg
the input voltage of any magnitude. Moreover, the additiba o
Kalman filter estimating the output voltage error and adljigst
the voltage reference accordingly provides disturbanfgrre
tion to large changes in the output resistance. These iaclud

short circuits, for which the output voltage is dropped sudR®
that the safety constraint is respected. Most importaititly,
control invariant set was derived proving that the congmll [21]
renders the nominal system exponentially stable. Sinorati

results have been provided demonstrating that the propoézezgi

[16]

[19]

controller leads to a closed-loop system with very favagabl
dynamical properties.
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