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Abstract

In this paper, we propose a novel approach to the modelling and contelé&gn of the synchronous step-
down dc-dc converter. We introduce a hybrid converter model thaalid for the whole operating regime and
captures the different modes of operation. Based on this model, weufate and solve a constrained optimal
control problem. This allows a systematic controller design that achieeesetjulation of the output voltage to
its reference despite input voltage and output load variations while sagsfiyen constraints on the duty cycle
and the inductor current. The resulting state-feedback control law ioépwise affine form, which can be easily
stored and implemented in a look-up table. A Kalman filter is added to acéounnmeasured load variations
and to achieve zero steady-state output voltage error. Experimestdisrdemonstrate the potential advantages

of the proposed control methodology.

I. INTRODUCTION

Nowadays, switch-mode dc-dc conversion is a mature andesgdblished technology used in a large variety
of demanding applications. Yet, the control problems assed with such converters still pose theoretical and
practical challenges, which manifest themselves in the eroos publications on this subject over the last
years. The development of advanced control techniqueghegevith the increased computational power of
the available hardware in the control loop allow tackling ttontrol problem from a new perspective. In this
paper, we propose a new approach to the problem — namely, seegral solve the constrained optimal control
problem for fixed-frequency switch-mode dc-dc converters.

The difficulties in controlling dc-dc converters arise fraheir hybrid nature. In general, these converters
feature three different modes of operation, where each rhaden associated linear continuous-time dynamic.
Furthermore, constraints are present, which result froenctbnverter topology. In particular, the manipulated

variable (the duty cycle) is bounded between zero and orgtjrathe discontinuous current operation a state
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(inductor current) is constrained to be nonnegative. Add#l constraints may be imposed as safety measures,
such as current limiting or soft-starting, where the lattenstitutes a constraint on the maximal derivative of
the current during start-up. The control problem is furtbemplicated by gross changes in the operating point
that occur due to input voltage and output load variations.

The dominant approach to the modelling and controller desfgwitch-mode dc-dc converters is the method
of state-space averaging [1], [2] and the design of a comdap comprising a Pl-type controller and a Pulse
Width Modulation (PWM) unit. The controller is tuned for a nedocally linearized around a specific operating
point. In the literature a wide range of strategies have leposed for improving the controller design, but
the majority of the proposed design methods is still basedwemaged and/or locally linearized models of the
converters. In this category, the methods introduced vamy fFuzzy Logic [3] to Linear Quadratic Regulators
(LQR) [4], and from non-linear control techniques [5], [6[] to feedforward control [8], [9].

Due to space limitations, we provide here only a brief ovmmof the literature most related to our approach
— a more extensive coverage can be found in Section 8.1.20G3f [d [11], [12], the authors propose an
(unconstrained) LQR controller based on a locally lineattidiscrete-time model of the averaged dc-dc converter.
In [13], an unconstrained nonlinear predictive controieiformulated for a dc-dc converter using a control
methodology that extends the concept of Generalized Riezli€ontrol [14] to nonlinear systems. For the
latter, an implementation may prove to be difficult due toltiek of convergence guarantees and the potentially
excessive computation time. As an unconstrained optiiizgiroblem is solved, the constraints on the duty
cycle and the inductor current cannot be handled in a stifaigitard manner.

More recently, the research effort has also focused onadligiintrol techniques, enabled by the rapid evolution
of the available control hardware. As examples, the reaslaeferred to [15] and [16] for digital control
techniques applied to dc-dc converters, and to [17] and fdi8h presentation of the related frequency domain
modelling and an analysis of the issues stemming from thigatiguantization effects, respectively. Furthermore,
predictive digital control techniques have also been repioior the case of power factor correction, see e.g. [19]
for details.

Motivated by the aforementioned difficulties, we presentoaeh approach to the modelling and controller
design problem for fixed-frequency dc-dc converters, usisgnchronous step-down converter as an illustrative
example. The converter is modelled as a hybrid system byidgra piecewise affine (PWA) model that is
valid for the whole operating range and captures the ewniuf the state variables within the switching period.
Based on the hybrid model, we formulate a constrained fiinite bptimal control problem, which is solved
off-line using Dynamic Programming [20]. This approachdgdo a state-feedback controller that is defined
over the whole state-space and yields the duty cycle as a R\Wétibn of the states. This controller can be
considered as an extension of the LQR methodology (whiclpjdiGable to linear models only) to nonlinear
(PWA) models. However, the most important feature is thahsa controller can be implemented as a look-up
table, thus avoiding the need for any on-line optimizatidfe would like to emphasize that the controller is
designed such that for the control computation (which igaiVely a look-up table evaluation) only directly
available quantities are needed. In particular, we asshate-tin accordance with common practice — the input

voltage, the inductor current and the output voltage canikextty measured. In accordance with the digital



control methodology, all measurement and control actiake place only at the sampling instances, i.e at the
beginning of the switching period.

The proposed approach carries several benefits — the masinmat being the systematic character of the
design procedure that avoids excessive iterations andguhi particular, the control objectives are expressed in
the cost function of the optimal controller in a straightfard manner, and all constraints are directly included
in the design procedure leading to a controller that ackiexgrent limiting without adopting the traditional
implementation. Most importantly, the control law capsitbe whole operating regime due to the fact that the
derived PWA model provides an accurate representationeottimverter for the whole operating range. This
leads to a favorable closed-loop performance that is inudg® from the operating point. Furthermore, the
proposed control scheme rejects gross disturbances imtbasfired) input voltage and the (unmeasured) load
resistance.

These benefits, however, come at a cost. The derived cattislrather complex and the look-up table can
easily comprise 50 or more entries. In some applicatiorsrtiay prove to be a limiting factor. Yet, the main
scope of this paper is to illustrate that the application adfaeaced hybrid optimal control methods for dc-dc
converters is conceivable and within reach. This is confifriog the experimental results obtained. Moreover,
compared with only locally valid controllers, a more compkpolution is to be expected since the control
problem is addressed for the complete operating regime.

The paper is organized as follows. Section || summarizesitidinear continuous-time state-space equations
of the converter. The/-resolution modelling approach, which yields a discréteet hybrid converter model,
is introduced and analyzed in Section Ill. Based on this hode formulate and solve a constrained finite
time optimal control problem in Section IV. Experimentasuéis in Section V illustrate various aspects of the
system’s behavior, including start-up and gross changdiseiinput voltage and the load resistance. The paper

is summarized in Section VI, where conclusions are also draw

II. MATHEMATICAL MODEL OF SYNCHRONOUSCONVERTER

We start by modelling the physical behavior of the synchusnstep-down converter in continuous time and
derive for each mode of operation the state-space equafldnis model will serve later as starting point for
obtaining a model for controller design.

The circuit topology of the converter is shown in Fig. 1, wh&, denotes the output load, which we assume
to be ohmic,R, is the Equivalent Series Resistance (ESR) of the capagéiiois the internal resistance of the
inductor, L andC' represent the inductance and the capacitance of the losvfjitasing stage, respectively, and
Vs denotes the input voltage. The semiconductor switckiesnd S, which are operated dually, are driven
by a pulse sequence with a constant switching frequefydvith period 7). The duty cycled is defined by
d= *T—” wheret,,, represents the interval within the switching period dunmigich the primary switch is in
conduction. For every switching periddthe duty cycled(k) € [0,1] is chosen by the controller.

We defineX (t) = [I,(t) V.(t)]* as the state vector, whefg(t) is the inductor current ant.(¢) the capacitor
voltage. Given the duty cyclé(k) during thek-th period, the system is described by the following set thaf



Fig. 1: Topology of the step-down synchronous converter

continuous-time state-space equations. WHileis conducting, they are given by

dx (1)
dt

— FX()+ [V, KTy <t < (k+d(k)Ts, Q)

and whensS; is off, the system evolves autonomously according to

dX(t)
dt

= FX(t), (k+dk)Ts<t<(k+1)Ts, )

where the matrice$” and f are given by
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respectively. The output voltadé,(t) across the load?, is expressed as a function of the states through

Vo(t) = g" X (t) (5)
with
R, R R T
9= [ RotR, To+R. } : ®)

Of main interest from a control point of view is the outputtagle error

| DT,
VoK) = - /k ) Vo)t )

integrated over thé-th switching period, wheré’, ,..; denotes the reference of the output voltage.
The converter model includes constraints. By definitioe, diaty cycled(k) is constrained between zero and

one. Moreover, a current limiting constraint has to be anted for, which is given by—1; ju. < Ii(t) <

If,maw-

IIl. M ODELLING FORCONTROLLERDESIGN

In the following, we derive a model to serve as prediction eiddr the optimal control problem formulation
in Section IV. For this, we reformulate the above presenteaverter model and introduce theresolution

modelling approach.



A. Normalization and Reformulation

First, to obtain a numerically suitable model for controtlesign, the converter equations are normalized. This
is done by using the switching frequency, the nominal loaistance and the measured input voltage as base
guantities. From these, the base current, base capac#addease inductance can be deduced straightforwardly
(see the Appendix for details). Second, from an implemantgioint of view, it is preferable that all states are
directly measureable. Thus, in the state vector we replaeeapacitor voltage by the output voltage

Using the normalized and measureable state veator= [i,(t) v,(t)]’, the system equations are rewritten

as
de(t) ) Fa@®)+ [, ko<t <(k+dkR)Ts (8a)
dt Fx(t), (k+d(k)Ts <t < (k+1)Ty
vo(t) = g7z (t), (8b)

where V; in (1) does not appear in (8a) since the input voltage has bhesen to coincide with the base

voltage. The matrice$’, f andg turn into
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using the normalized physical quantities to calculatertbeiries. The relation for the normalized output voltage

error is given by

1 (k+1)Ts
Vorr(k) = 71 /k ) =)t (10)

with the normalized output voltage referengg,.s = % Furthermore, we use the base curréndefined
in the Appendix to normalize the current limit to

. It maa
L, max = K,Ib . (11)

Strictly speaking the converter model (8), which is normedi with respect to the input voltage, holds only
for piecewise constarit,. For the prediction model to be valid, one only needs to asstimat the input voltage
remains constant within the limited time of the predictioterval (a few switching periods). Since in practice
the input voltage is either piecewise constant or variey sfdwly compared to the (very short) switching
period, the normalized state equations can serve as a safficiaccurate prediction model.

Before proceeding, we elaborate on the parameters of thmatized and reformulated model. For the
controller design, we assume that r,, x, andx. are constant. Moreover, we assume that the load resistance
r, is constart, too, but the input voltag&, may vary with time. Since the normalization renders the jotih

model equations independent of (the time-varyilig)the matriced”, f andg in (9) are time-invariant. Hence,

1In general, such a substitution is not advisable, since tlipub voltage of most dc-dc converters is not continuous tivee. For the
step-down converter treated here, however, the outpuagelis a continuous function of time.

2|n Section IV-C, we will relax this assumption and introduc&aiman filter to account for (unmeasured) changesdn
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Fig. 2: Thev-resolution modelling approach visualized for theh period

the only time-varying model parameters are the normaliaggui voltage reference, ,.; and the normalized

current limitiz maz-

B. v-Resolution Discrete-Time Hybrid Model

Using the normalized and reformulated continuous-time ehaérived in the previous section as a starting
point, the goal of this section is to derive a model of the eoter that is suitable to serve as a prediction model
for the optimal control problem formulation. This model sitbhave the following properties. First, it is natural
to formulate the model and the controller in the discreteetdomain, as the manipulated variable given by the
duty cycle is constant within the switching period and cleengnly at the time-instantsT, & € Ny. Second,
it would be beneficial to capture the evolution of the statise avithin the switching period, as this would
enable us to impose constraints on the states not only atitist@ntsk7, but also on intermediate samples.
This is needed to keep the peaks of the inductor current b&édewcurrent limit. Third, the model needs to
yield an approximation of the output voltage error given bg integral (10).

Hereafter, we introduce the-resolution modelling approach that accounts for all thevabrequested
properties. As illustrated in Fig. 2, the basic idea is tadévthe period of length into v notional subperiods
of lengthr, = T /v with v € N, v > 1. Within the k-th period, we usé(n) to denote the states at time-instants
kT, 4+ nts with n € {0,1,...,v}. Furthermore, by definitior§(0) = z(k) and&(v) = z(k + 1) hold.

We would like to stress that the controller samples the mlayglant only everyT;. SubdividingT; into
subperiods doesot imply a higher sampling rate. The-resolution approach increases the model accuracy
beyond standard averaging while retaining the samplingrmat 7.

For each subperiod, we introduce the two modes of operatiscussed above (switch closed and open,
respectively) plus an additional third (auxiliary) modeaticaptures the transition from mode one to mode two.
More specifically, the modes are (i) the switsh remains closed for the whole subperiod, (ii) the swifth

is open for the whole subperiod, and (iii) the swith is opening within the subperiod. Hence, for theh



subperiod, the state-update equation is

D &(n)+ T, d(k) > "jl
{n+1)= @ £(n), d(k) <2 (12)
@ &(n) + W(vd(k) —n), 2 <d(k) <™,

where® and ¥ are the discrete-time representationsfofand f as defined in (9) with “sampling” time.
Note that if the third mode is active, i.& < d(k) < “t! holds,vd(k) —n is bounded by zero and one. Thus,
the third mode is a weighted average of the modes one and two.

The safety current limit is imposed on the evolution of thatesié(n) by adding the constraints
*Z’E,mam S [1 0] f(n) S i@,mama n= Oa la ey V= 1. (13)

The notion of thev-resolution modelling thus allows us to impose the currenitlon the stateg(n) with the
fine resolution% rather than only on the stategk) with the coarse resolutiof.

Using the output voltage given by
vo(n) = g7 &(n), (14)

we approximate the voltage error integral (10) for fhéh period in the following way.

v—1

Uo,err(k) = Z UO(n) +2v1/0 (n + 1) — Vo,ref (15)

n=0

Before proceeding, we define constraints on the states,afamneters and the duty cycle. For the states, we
requirex € X, and the parameter vectop = [vo rcf ir.max) IS restricted tov, € V, where is application
specific. The duty cycle, on the other hand, is physicallyried tod € U = [0, 1].

In summary, thev-resolution modelling approach provides a descriptionhaf $tate evolution within one
period. In particular, the discrete-time sequeri¢@),&(1),...,&(v)] is an accurate representation of the
continuous-time evolution aof(t) for ¢ € [kTs, (k + 1)Ts]. The only approximation introduced is the weighted
average that appears in the third mode of (12) when sw#icis turned off. By increasing the error introduced
by averaging can be made arbitrarily small. This adds to tbdahcomplexity, but does not affect the sampling

rate.

C. Formulation of -Resolution Model in PWA Form

For the computation of the state-feedback control law, theverter model is required to be in piecewise
affine (PWA) form. Polyhedral PWA systems are defined by paning the state-input space into polyhedra
and associating with each polyhedron an affine state-updateoutput function [21].

Starting from¢(0) = z(k) the discrete-time state-update map of the PWA model can bi¢y eterived by
using (12) consecutively for € {0,1,..., v — 1} up toxz(k + 1) = £(v). This state-update function maps the

sampled state:(k) from time-instanttT; to time-instant(k + 1)75. As an example for = 2 this is
z(k 4 1) = &2 (k)+

N 20Wd(k), d(k) € 10, 3] (16)
OV +20(d(k) — 3), d(k) € [3,1]



0.16

0.12

0.08

0.04 1

2-norm of state-update error

0.2 0.4 0.6 0.8 1
duty cycled

Fig. 3: Accuracy (2-norm error) of the state-update functid the v-resolution model with respect to the nonlinear dynamics

where the matrice$ and ¥ are derived by exact time-discretization over the subplerio= % ie.d = el
and ¥ = [ ef'(==tqt f.

Since the converter dynamics are linear in the states, fisen® partitioning in the state-space. Yet, they
are nonlinear in the duty cycle. Theresolution model approximates this nonlinearity by piaming the duty
cycle in v segments and by averaging the transition from the first tos#tond mode by a third (auxiliary)
mode.

Using (12) in a similar way the current limit (13) and the autgunction (15) are computed. Obviously,
(13) and (15) only depend on the state vector and duty cyclenatinstantkTy.

D. Analysis of v-Resolution Hybrid Model

For the set of converter parameters in Table |, Fig. 3 showsatituracy of the state-update function of the

v-resolution model with respect to the nonlinear dynamiemiby
d(k)Ts
z(k+1) = oa(k) + / ' T=qy f (17)
0

which is the exact discrete-time mapping from time-instefi to (k + 1)7. Specifically, the 2-norm (sum of
squares) of the state-update error is plotted as a funcfidimeoduty cycle forv = 1,2, 3. For v = 2 this error
is given by the difference between (16) and (17). As the easrandependent of the statg k), this comparison
holds for the whole state-space.

The choice ofv = 1 yields the standard (discrete-time) averaged model, wisighredominately used for

the controller design of dc-dc converters.
z(k+1)=dx(k)+ Vd(k) (18)

with @ = 7> and ¥ = fOTS eF(T:=t)dt f. Obviously, the averaged model is perfectly accuratedfdn = 0
andd(k) = 1, and it is at its worst for(k) = 0.5. As one can see, settingto 2 significantly improves the
accuracy of the model.

Note that the hybrid model is continuous in the states andtinphis follows from the state-update equa-

tion (16) and is confirmed by the continuity in Fig. 3. Morepwee would like to stress once more that the



v-resolution model represents an accurate approximatiagheohonlinear discrete-time dynamics (17) for all
operating points, rather than being valid only locally fosgecific operating point, as standard linearization

would do. The trade-off between model accuracy and conpléxidetermined by the design parameter

IV. CONSTRAINED OPTIMAL CONTROL

In this section, we propose a new constrained optimal cbatiteme for dc-dc converters. Such a controller
can be considered as an extension of the Linear Quadratigl&egto PWA systems. The controller derivation
is done in three steps. First, an objective function is fdatad. Second, an optimal state-feedback control law
is derived, which minimizes the objective function subjexthe evolution of the nominal-resolution model
(nominal loadr, = 1p.u.) and the constraints. In a last step, the controlleugneented by a Kalman filter,
which adds an effective way to address unmeasured chandbe Inad resistor.

As stated earlier, we assume that the input and output \estég and V,, respectively, and the inductor
current/, can be measured. The output reference voltege.; and the current limitl, ,,,., are given by
the problem setup. Based on those measurements and parttegenormalized quantities,, v, rer, 70 and

i¢.maz» Which will be used as the inputs to the optimal controllérectly follow?.

A. Objective Function

The control objectives are to regulate the average outpltagm to its reference as fast and with as little
overshoot as possible, or equivalently, to (i) minimize ¢lput voltage errop, ... (ii) despite changes in the
input voltageV, or changes in the load resistancg and (iii) to respect the constraints on the inductor curren
and the duty cycle. For now, we assume that the load resestans time-invariant and nominal. We will drop
this assumption in Section IV-C.

To induce a steady state operation under a constant nordmgraycle, we introduce the difference between
two consecutive duty cycles

Ad(k)=d(k) —d(k—1). (19)

Next, we define the penalty matrig = diag(q1, g2) with ¢1, g2 € R* and the vectoe(k) = [v, ¢ (k) Ad(k)]T
with v, (k) as defined in (15). We combine the (measured) stétg, the last control inputi(k — 1), the

output voltage reference, ... (k) and the current limit, ... (k) into the parameter vector
p(k) = [(x(k))T d(k —1) Uoﬁref(If) if,maw(k)]T7 (20)

wherez € X € R2, d e U = [0,1] and [v, res io.maz]’ € V € R2. Consider the objective function

N-1

J(p(k), D(k)) = > [1Q e(k + €lk)|1 , (21)

=0
which penalizes the predicted evolutionagk + ¢|k) from time-instanttT; on over the finite horizorV using

the 1-norm (sum of absolute values). Note that the objective tiancnot only depends on the sequence of

3Since the circuit parameters are normalized over the timeinguigiput voltageVs, the gains used for normalization are also time-varying
and need to be recalculated at the beginning of each switgieniod, when a new measurementlaf is acquired.
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Fig. 4. State-feedback control lad(k) for d(k — 1) = 0.67, v, rey = 0.6 p.U. @Ndig 4, = 0.89 p.u., where dark blue corresponds to
d(k) =0 and dark red tai(k) = 1

control inputsD(k) = [d(k),...,d(k+ N —1)]7 and the (measured) staték), but also on the last control
input d(k — 1), the output voltage refereneg ,.. (k) and the current limit, ..., (k), which are allowed to be
time-varying to account for changes in the input voltagék).

Summing up, objective (i) is incorporated in the objectivmdtion, whereas objective (ii) is handled by
normalizing the prediction model by, feeding the model with, ..., and adding in a later stage a Kalman
filter. Objective (iii) is easily accounted for in the pretiim model, where hard constraints are imposed on the

inductor current and the duty cycle.

B. Constrained Optimal Control

At time-stepkT the constrained optimal control problem is the followingveéh the so called parameter
vector p(k) defined in (20), minimize the objective function (21) ovee thequence of control input® (k)
subject to the evolution of the-resolution model in PWA form (e.g. (16)), the constraintstbe sequence of
duty cycles

0<d(l)<1, €=k, ..k+N—1, (22)

similar constraints on the inductor current and the exjwasgl9). The solution of this control problem can
be pre-computed off-line for alp € X x U x V. To do so, we use the algorithm described in [22], where
the solution is generated by combining dynamic programmuity multi-parametric programming and some
basic polyhedral manipulations. The resulting optimatestaedback control law is a PWA function ofk)
defined on a polyhedral partition of the five-dimensionalapagter-spacer’ x U x V. More specifically, the
parameter-space is partitioned into polyhedral sets anddoh of these sets the optimal control law is given as
an affine function of the parameter vector, which includesdtate. For more details concerning the algorithm,
the properties of its solution and computational tools eder is referred to [23].

Example 1. Consider a step-down converter with the parameters givefabie |I. Let the corresponding
v-resolution model (in PWA form) withy = 2 be defined on the set = [—4,4] x [-0.1,1] p.u.,U = [0, 1]
andV = [0.05, 1] x [0, 3] p.u.. Then, for the control problem parameters given in §dplve compute the PWA
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state-feedback control law using the Multi-Parametriclor [24]. The resulting controller is defined on 103
polyhedral regions in the five-dimensional parameterspacs ¢/ x V. Using the optimal complexity reduction
algorithm [25], the controller is simplified to 50 regions.

To visualize the state-feedback control law, we substityte.; = 0.6 p.u. andiy ... = 0.89p.u. into
the control law. As a result, the control law, which refersvnio the nominal case, is defined on the three-
dimensional spac&' xU/. Fig. 4 depicts the control inpudt k) as a PWA function of(k), where we additionally
setd(k — 1) = 0.67. Note that the control law is well-defined, that is for eaglt) € X andd(k — 1) € U
there exists a polyhedron and an associated affine conwoslgh thatd(k) can be evaluated.

This control law, which is essentially a collection of (aéfjnhP-controllers, can be interpreted as follows. In a
small neighborhood of the steady state operating pointchvis given byi, = 0.566 p.u.,v, = 0.5976 p.u. and
d(k) = 0.67, the controller resembles an affine P-controller. Furtiexyafrom the operating point the behavior
of the controller changes drastically. In particular, tlhatcol law saturates to respect tfie1] constraint on the
duty cycle and achieve optimality with respect to the oliectunction (21). For very low (very high) output
voltages, in the region where the upper (lower) current taitg becomes active, the control law renders a
very small (or even zero) duty cycle in order to avoid its a&tan. This is reflected in the “bending” of the
control law visible in Fig. 4.

As is to be expected, the constrained optimal controlleemdses the behavior of the existing traditionally
designed PI-type control schemes including a current I{anid possibly also an anti-windup scheme). This is
because the control objectives are the same in both casean@jor difference, however, is the validity of the
controller for all operating points and the direct desigogadure. This is in contrast to the (traditional) linear

controller design that is valid only for a specific operatpant.

C. Load Variations

In the following, we drop the assumption that the load rasise¢ is known and time-invariant. To provide
offset-free tracking of the output voltage reference despnknown variations in the load, a loop is added.
Specifically, the previously derived state-feedback aiier (for a time-invariant and nominal load) is aug-
mented by an external estimation loop that provides stdiea®s and also adjusts the normalized output
voltage reference such that the error between the outptageland itsactual reference is made small.

Although such a voltage reference manipulation can be (armbmventionally) achieved by just adding an
external PI loop, we opt in this paper for the use of a disetiete Kalman filter [26] that yields a zero
steady-state output voltage error due to its integratirgratter. The advantage of the employed approach is
that with the Kalman filter no special anti-windup structitiee design of which would again depend on the
operating point and on the expected load and set point csarige handling the possible saturation of the
related signals is required. In accordance with [27], theAPWbdel of the converter is augmented by two
integrating disturbance statésandv,. that are used to model the effect of the changing load resistan the
inductor current and the output voltage respectively. Tlaémén filter is used to estimate the augmented state
vector

Tq = | ip Uy e Ve , (23)
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based on the measurementsipfand v,. For the caser = 2 considered in this paper, the augmented model
has the switched stochastic discrete-time state equations
To(k +1) = 023, (k) + Gy (k)+
20,V,d(k), d(k) € [0, 3] (24)
PV, 42U, (d(k) — 3), d(k) € [3,1]

and the measurement equation

ie(k)
=Cyxq(k) + Hwa (k) , (25)
v, (k)
with
- v
d 0
(ba = s \Ila = O s (26)
0 H
- 0
[ 1 01 0
C, =
01 0 1

andG = diag(1,1,1,1) and H = diag1, 1). The random variables, (k) € R* andw, (k) € R? represent the
process and the measurement noise, respectively, withahd@aussian) probability distributions of covariance
Elwiwl] = W1, Elwaw?] = W, satisfyingGW,GT = 0 andW, + HWHT = 0. The augmented model is
detectable and uses the nominal value of the load resistor.

To address the hybrid nature of the model, a discrete-timen¥a filter with the same number of modes
as the augmented PWA model of the converter is employed.cBiwg between the modes is trivial since the
active mode of the PWA model (and hence of the Kalman filtemnijgosed by the duty cycle and is therefore
precisely known. For each mode the Kalman gain is constantsace the state-update, the measurement and
the covariance matrices are the same for all modes, it imltio show that the Kalman gains are the same,
too. Therefore, only a single Kalman galti needs to be computed and implemented.

The dynamic of the estimated statg(k) is described by
B (k+1) = D5ia(k) + KCo(wa(k) — a(k))

20,W,d(k), d(k) € [0, 3] @7)
DV + 20 (d(K) ~ 3), d(k) € [5,1]

To calculate the Kalman gain, the noise covariances mattigeand 1V, are chosen such that high credibility
is assigned to the measurements and dynamics of the phg&ites, namely, andwv,, while low credibility is
assigned to the dynamics of the disturbance statesmdv.. As a result, the Kalman filter provides estimates
of the “slow” disturbances that can in turn be used to rembedr tinfluence from the output voltage. This is
achieved by using the estimates of the states as inputs toottiteoller, while at the same time adjusting the

output voltage reference, ..y by the estimate of the corresponding disturbance state

ﬁo,ref = Vo,ref — Ve . (28)
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Converter parameters

in Sl. inp.u.
1mH Ty 14.12p.u.
c 220pF Te 246.1p.u.
R. 0.5Q Te 0.0562 p.u.
Ry 1.5Q T 0.1685p.u.
R, 8.9 (nominal) | 7, 1 p.u. (nominal)
Ipmax 1A it maz  0.89p.u.(nominal)
Vs 12V (nominal) | wvs 1 p.u. (nominal)
Voref 6V Vo,ref 0.6 p.u.(nominal)
Controller parameters
v 2 N 2
q1 4 q2 0.1
fs 20 kHz

TABLE [: Converter and controller parameters of the experitakeresults, where the parasitics are approximated valuls on

Moreover, since the controller uses the inductor curretiinesed by the Kalman filter, which equals the sum of

the actual current, and of the estimated disturbanie we also update the current limit constraint accordingly

i&maw = i@,maw - ie . (29)

V. EXPERIMENTAL RESULTS

In this section, experimental results demonstrating therg@l advantages of the proposed control method-
ology are presented. Specifically, we examine the closep-liynamical behavior for the start-up, and the
response to step changes in the input voltage and the loasdarese, respectively.

The experimental setup was built using commercial eleatroomponents — specifically, the switching stage
comprises a IRF620 MOSFET and RURP1560 fast diode. Theitpatameters of the converter are summarized
in Table I. If not stated otherwise, the input voltagd/is= 10V and the load resistance is given Ry, = 8.9 Q.
The output voltage reference 1§, ,.; = 6V. The switching frequency is set 0kHz corresponding to a
sampling interval o0 us.

The constrained optimal controller was implemented on aACEPM DS1103 PPC controller board, where
dSPACE allowed the development of the control software in a&rIMB/SIMULINK environment. Access to
the 1/O of the real-time hardware was obtained through Ré&akTWorkshop blocks, allowing for a flexible
and quick controller implementation. To protect the dSPACEontroller board, a TLP2200 photo-coupler
was used to electrically separate the controller from thelaconverter power circuit, and an IR2118 driver
switched the MOSFET on or off. The inductor current measermwas obtained with a Hall effect transducer.

The v-resolution model uses the same parameters as the physacalrpodel, with the difference that it

is normalized with respect t&; and that it always uses the nominal load= 1p.u.. The choice ot = 2
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Fig. 5: Experimental results for nominal start-up from irdigandition zero

subperiods leads to a-resolution model that captures the nonlinear discrete-tdynamics in a sufficiently
accurate way.

Regarding the optimal control scheme, the penalty matrohissen to b&) = diag(4,0.1), putting a rather
small weight on the changes of the manipulated varfalffer all experiments, the prediction horizon is set
to N = 2. Based on this, as detailed in Example 1, the PWA state-te#dbontrol law shown in Fig. 4 is
derived.

For the covariance matrices of the Kalman filter, we18gt= diag(0.1, 0.1, 100, 100) andW> = diag(1, 1).

A. Nominal Sart-Up

Fig. 5(a) shows the inductor current and the output voltdgheoconverter in nominal operatioi( = 8.9 €2,
Voref = 6V) during start-up from zero as initial condition. As can lees, the controller increases the current
until the current limit is reached to charge the capacitathtoreference voltage level as fast as possible. Once
the output voltage reaches its reference, the controllektyurestores the current to its nominal value to avoid
any overshoot ifV/,. For the same experiment (in a different instance), one barroe in Fig. 5(b) the evolution

of the duty cycle, paired with the inductor current to allogv & direct comparison.

B. Step Changes in Input \Voltage

Initially, the converter is operating at steady state wiik input voltageV; = 16V when a ramp down
to Vs = 10V is applied. This disturbance is measured and fed to theraltet at the beginning of the next
switching period. The response of the converter is shownidn & where one can see two different instances

of the same experiment. Fig. 6(a) depicts the waveforms efadtltput voltage and the input voltage ramp,

4The penalty matrix determines the trade-off between the outpltage error and the controller effort (changes in theyduycle).
Hence, only the ratio between the diagonal elements is of itapoe. A ratio of 40 yields small output voltage errors withited control
effort. Ratios in the range of 30 to 60 yield very similar resul
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Fig. 6: Experimental results for a ramp change in the inputag@tfromVs; = 16V to Vs = 10V within roughly 1 ms

while Fig. 6(b) shows the controller action. The output &gk remains practically unaffected and the controller
settles very quickly at the new steady-state duty cycle.

As can be seen, disturbances in the input voltage are rdjessy effectively by the controller, and the
output voltage is quickly restored to its reference. Thibeésause the state-feedback control law is indirectly
parameterized by the input voltage by normalizing the meskstates, the output voltage reference and the

current limit with respect td/;. As a result, the performance of the controller is not aéfidddy changes ifv;.

C. Step Changes in Load Resistance

In a last step, we investigate the closed-loop performandbé presence of major step changes in the load
resistance. Starting from the nominal lo&d = 8.9}, step changes t®, = 152 and R, = 42 are applied.

As in the experiments above, theresolution model and the state-feedback control law asggded assuming
nominal load conditions. Yet, in the sequel, the Kalmanffiltgeadded to adjust the output voltage reference
Vo res accordingly.

Fig. 7 depicts the closed-loop performance of the convéotethe step-up case. As can be observed, steady-
state operation without a steady-state error in the outplidge is achieved due to the Kalman filter’'s inherent
integrating action. Moreover, the converter responsebiteha relatively small overshoot.

In the last case, we examine a crucial aspect of the controperation, namely the system’s protection
against excessive load currents, by applying a load drom fnominal to R, = 42 chosen to activate the
current limiting constraint of the controller. The expeemtal results in Fig. 8 show that the controller respects
the current limit and forces the output voltalg to drop to the level needed to respect the constraint.

Even though such a current limiting protection scheme isgnein all practical implementations, it is not
directly treated as part of the controller design, but theresu limit is imposed through an additional current
loop. The proposed approach addresses the current congtaiwell as the duty cycle constraint) explicitly

during the controller design.
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Fig. 8: Experimental results for a drop in the load resistanem R, = 8.9 to R, = 42 showing the activation of the current limit

constraint

Due to space limitations we do not provide here an elaborateparison between the constrained optimal
controller and traditional control techniques. Such a cargon is available from [28], where the performance
of a constrained optimal controller is compared to the orfdexed by a classic peak current mode control
scheme.

Regarding the robustness of the constrained optimal dastheme with respect to model uncertainty, further
to the evidence provided by the experimental results, sitiunl studies have shown that the proposed scheme
can handle large variations in the converter parameterhout any significant performance deterioration.
Although such studies cannot be presented here in any diiteader is referred to [29], where thexM AB
simulation files used for the development and evaluationusfamntroller are available for downloading and

testing of the system behavior.
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VI. CONCLUSIONS

We have presented a new modelling and control approach fed feequency switch-mode dc-dc converters
by formulating a constrained optimal control problem usimgrid systems methodologies. The method is
presented here for the synchronous step-down dc-dc cenvbut as shown in [30], [31] and [32], it is directly
extendable to other converter topologies including thesbaod the buck-boost converter.

More specifically, a novel-resolution hybrid model was introduced to avoid averagangl to model the
converter in an arbitrarily accurate way, and a constrafiréte time optimal control problem was formulated
and solved. This control methodology allowed us to expi¢ike into account during the design phase physical
constraints, such as the restriction of the duty cycle betwsero and one, and safety constraints, such as current
limiting. The resulting PWA state-feedback controller defi on a polyhedral partition of the parameter-space
facilitates the practical implementation of the proposellesne since it is nothing else but a very effective
look-up table.

This controller is parameterized not only by the measuret rovmalized states, (k) andv,(k), and the
previous duty cyclel(k — 1), but also by the normalized output voltage reference. s (k) and the normalized
current limiti, ..., (k). This allowed us to efficiently reject disturbances in theuinvoltage of any magnitude.
Moreover, the addition of a Kalman filter estimating the aityoltage error and adjusting the voltage reference
accordingly provides disturbance rejection to large cleang the load resistance. These include low load
resistances, for which the output voltage is dropped suahttie safety constraint is respected. Experimental
results have been provided demonstrating that the proposetioller leads to a closed-loop system with
favorable dynamical properties — in particular during tstgr and transients. Moreover, as shown in [10],
exponential stability for the nominal closed-loop systean de proven by deriving a piecewise quadratic
Lyapunov function.

Even though the control law computation and analysis relieseveral algorithms and extensive computations,
the derivation is greatly simplified by the Multi-Parametfioolbox [24] that provides a unified framework for
the modelling, synthesis and analysis of hybrid systemiscéhputational tools needed to reproduce the results
shown in this paper are contained in this toolbox, and thagMB files for setting up and simulating the dc-dc

converter can be downloaded from [29].
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VIII. A PPENDIX

To normalize the converter equations (1)—(7), the actualefvarying) input voltageV(k), the nominal
(time-invariant) load resistanck, and the (time-invariant) switching frequengy are used as base quantities.

Setting R, = R,, one can deduce the base inductance and capacitance as

Ry 1
Ly = = — 30
b 27Tf3 ) b 27Tstb ) ( )
respectively. The normalized values of the inductance hedcapacitance of the converter are defined as
L C
= — c= —. 31
Ty Lb ) €T Cb ( )
Similarly, the resistances of the circuit are normalizeatigh
- Ry R, R, (32)

,7R7b7 TC:E7 TOZE-
Using the measured (and hence time-varying) input voltegé) as base quantity, the (time-varying) base

current at time-instant follows as

Vi (k)
Iy(k) = — 33
k) = =5 (33)
leading to the normalized output voltage and inductor acurre
Vo(k) . Io(k)
o(k) = ; k) = ; 34

respectively.



