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Abstract—Industrial applications of medium-voltage drives
impose increasingly stringent performance requirementsparticu-
larly with regards to harmonic distortions of the phase currents
of the controlled electrical machine. An established methd to
achieve very low current distortions during steady-state peration
is to employ offline calculated optimized pulse patterns (OP).
Achieving high dynamic performance, however, proves to beery
difficult in a system operated by OPPs.

In this paper, we propose a method that combines the optimal
steady-state performance of OPPs with the very fast dynamg
of trajectory tracking control. A constrained optimal control
problem with a receding horizon policy, i.e. model predictve
control (MPC), is formulated and solved. Results show thathe
combination of MPC with OPPs satisfies both the strict steady
state as well as the dynamic performance requirements impesl
by the most demanding industrial applications. The estimabn of
the fundamental components of the machine variables sepately
from their respective harmonic components is not required As a
result, complicated structures such as observers can be aded,
contrary to state-of-the-art methods. A further advantageof the
MPC method is the use of a receding horizon policy, which
provides feedback and a high degree of robustness.

Index Terms—AC motor drives, optimized pulse patterns, pulse
width modulation, trajectory tracking control, model pred ictive
control

|. INTRODUCTION

Medium-voltage ac drives are operated at low switchi
frequencies to minimize the switching losses of the powe

semiconductors in the inverter. However, lowering the clvit
ing frequency typically increases the harmonic distoior
the machine’s currents, resulting in high harmonic los€sse

solution is to employ offline calculated pulse patterns to-co
trol the commanding power inverter; such patterns minimiz

the current harmonics for a given switching frequency.

Traditionally, however, it has only been possible to u
optimized pulse patterns (OPPs) in a modulator driven b
a very slow control loop. This leads to a poor dynamiF

. . rac
performance and to harmonic excursions of the stator ctgren
when the operating point is changed or when transitio

between different pulse patterns occur.

This paper describes a novel control and modulation str
egy, based on OPPs, that enables very fast response ti

during transients, a fast rejection of disturbances, aneaaly

optimal ratio of harmonic current distortion per switchin
frequency at steady-state operation. These OPPs are cednp
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in an offline procedure by calculating the switching angles
over a quarter fundamental period for all possible opegatin
points [1]-[3]. Typically, the objective is to minimize thetal
harmonic distortion (THD) of the current for a given switedi
frequency.

A common method to establish control in closed loop is to
use field oriented control (FOC). In this case, the perforrean
of the overall control scheme is very limited—even in quasi
steady-operation—when OPPs are employed for pulse width
modulation. Excursions of the harmonic currents occur that
may lead to overcurrent conditions [4]. Thus, the applaatf
field oriented current control with OPPs is typically lindtéo
grid-connected setups, where the operating range isvelati
small. When the goal is to use this method in applicationk wit
widely varying operating points, as is the case for eleatric
machine control, the (inner) current control loop is tuned t
be very slow, such that its operation does not interfere with
the optimal volt-second balance of the OPPs. However, such
a tuning significantly decreases the dynamic performance of
the drive.

Furthermore, in the above mentioned case, the offline opti-
mization procedure of OPPs itself is compromised, by adding
restrictions to the optimization algorithm that reduce tien-
ber of discontinuities between neighboring pulse pattaras

hlgetween switching angles that correspond to differenteslu

0? the modulation index and/or different values of the pulse
number. Eliminating these discontinuities in the OPP adlow
for satisfactory operation at quasi steady-state by ektitig

a priori the possibility of harmonic excursions when the
Oéaerating point changes. However, the resulting currerds a
suboptimal in terms of the THD even at steady-state operatio
because of the additional restrictions added during thaeffl

se

oytimization procedure.

As an improvement to FOC with OPPsyrrent trajectory
king was proposed in [5], [6]. This method derives the
ogtimal steady-state stator current trajectory from théseu
pattern in use. The actual stator current space vector ¢edor

gt)_follow this target trajectory. A disadvantage is that stestor

current trajectory depends on the parameters of the elattri

mes

machine, specifically on the total leakage inductance [7].
Changing load conditions have also been found to influence

Qt{e stator current trajectory.

YA further improvement can be made by tracking tator

flux trajectory[8], which is insensitive to parameter variations
and is thus better suited for tracking control. By contralthe

Papafotiou and F. Kieferndorf are withstator flux space vector to coincide with its optimal tragegt

harmonic excursions are avoided that might appear when the
operating point changes. The method requires an observer to
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Fig. 2: lllustration of the receding horizon policy. The gelpattern is re-
optimized over the prediction horizoff},, but only the pattern over the
sampling intervalT’s is applied to the drive

Fig. 1: Three-level neutral point clamped VSI driving anuntion machine

establish control in closed loop. This observer identifles t

instantaneous fundamental components of the stator ¢urrehOPPs. Section IV describes the proposed pulse pattern con
and flux linkage vectors in real-time [9]. These signals ae ntroller in detail. The underlying optimization problem bR
readily available when using OPPs [7], since the harmortigtes a quadratic program (QP), which can be solved effigient
current is not zero at the sampling instants. As a result, tirereal time by approximation, as shown in Section V. It is
fundamental machine quantities cannot be directly samplalso shown that a further simplification yields a deadbe&)(D
when using OPPs. This makes the design of the closetkjectory controller. Section VI evaluates the perforcen
loop controller difficult, because these signals are reguirunder steady-state operating conditions and during eatssi

to achieve flux and torque control. For this reason, existirend compares it with carrier-based pulse width modulation
control schemes, such as [5], [10], employ an observer (@B-PWM) and space vector modulation (SVM). The impact
derive the instantaneous fundamental current and flux diekaof flux observer noise and machine parameter variations are
values separately from the respective harmonic quantities investigated. Conclusions are provided in Section VII.

For reliability, simplicity of implementation and dynamic
performance reasons, the following three aims are targeted
First, it is desired to perform trajectory tracking contafl ~ Throughout this paper, we will use normalized quantities.
the stator flux vector without the need of estimating thall variables £,,. = [&. & &) in the three-phase system
fundamental component of the stator flux or current in redlabc) are transformed t&,; = [(. &5]7 in the stationary
time. Second, the controller should have reduced sengitivbrthogonalo3 coordinates throug,,; = P &, with
to parameter variations and measurement noise. Third, fast

II. DRIVE SYSTEM CASE STUDY

dynamic control is to be achieved while performing the o1 -1 _1 . 1 0
minimum possible modification of the offline calculated puls P = 3 1o £32 _é , PT= -3 @ - @
pattern sequences. These three objectives are achievén by t 2 2 _% V3

controller proposed in this paper. The stator flux trajector

controller is generalized, by formulating it as a constedin P~ denotes the pseudo-inverse Bf

optimal control problem with a receding horizon policy,.i.e As an illustrative example of a medium-voltage variable

as model predictive control (MPC) [11]-[13]. We refer tosthi sSpeed drive system consider a three-level neutral pointéal

concept asnodel predictive pulse pattern contrgVP3C). (NPC) voltage source inverter (VSI) driving an induction
Specifically, a prediction horizon of finite length in timemachine (IM), as depicted in Fig. 1. The total dc-link vokag

is used and the switching instants of the pulse pattern afe over the two dc-link capacitor§y. is assumed to be

shifted such that a stator flux error is corrected within thigonstant.

horizon. From the end of the horizon onwards, steady-stateLet the integer variables,, us, u. € {—1,0, 1} denote the

operation is assumed. The underlying optimization problefiitch positions in each phase leg, where the valies), 1

is solved in real-time, yielding a sequence of optimal caintrcorrespond to the phase voltages, 0, %2, respectively. The

actions over the horizon. Only tHest control action of this actual voltage applied to the machine terminals is given by

sequence is applied to the drive system, in accordance lth ttas = 0.5Vie P wape With wape = [uq up ]’

so-called receding horizon policy. At the next samplindans,

the control sequence is recomputed over a shifted horihos, t ) ]

providing feedback and robustness to model inaccuraciesa Offline Computation

long horizon also renders the controller less susceptible t When computing OPPs, a single-phase pulse pattern is

measurement noise. The receding horizon policy is illtestia typically considered and quarter-wave symmetry is imposed

in Fig. 2. To compute the single-phase OPP over 90 degrees, the number
The paper is organized as follows. Section Il highlights thef primary switching angles (the pulse numbémeeds to be

drive system case study considered in this paper, and Sselected. Fig. 3(a) shows an example for a three-level bwitc

tion Il summarizes the offline computation and charactiess ing sequence witll = 5. An objective function is chosen for

IIl. OPTIMIZED PULSE PATTERNS
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(a) Single-phase switching sequencerfor= 0.48 (b) Three-phase switching sequence fior= 0.48 (c) Primary switching angles

Fig. 3: Optimal pulse pattern with = 5 primary switching angles for a three-level inverter. Thegi-phase and three-phase switching sequences corcespon
to the modulation indexn = 0.48. The primary switching angles are indicated by (black)lesc
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Fig. 4: Stator flux trajectory, magnitude and angle for thénoal pulse pattern shown in Fig. 3. The dashed lines refeh¢oreference values

the optimization—a common selection is the weighted sustator flux vectorp, = [1hs, 155]7 at timet is given by
of the squared differential-mode voltage harmonics, whsch Vi [t
effectively equivalent to the total harmonic distortionHD) P (1) = (0) + %/ P ugp(r)dr . (2)

of the current. For every value of the modulation index, 0

this objective function is minimized by optimizing over the An example steady-state stator flux trajectory in statipnar
switching angles. This leads to a set of switching angles a§@erdinates is shown in Fig. 4(a) over 90 degrees. The agerag

function of the modulation index, characterizing the OPP &nplitude of the stator flux trajectory is one, yet it is omso
shown in Fig. 3(c). from Fig. 4(a) that the instantaneous amplitude of the stato

Starting from the single-phase switching sequence overg oscillates, as shown in Fig. 4(b_)‘ The '“Sta”ta.”e"“*eﬁ‘_”g
the stator flux vector also oscillates around its nominal

degrees shown in Fig. 3(a), the three-phase pulse patt8 n

is obtained by applying the quarter-wave symmetry and lyjlue, see Fig. 4(c). This ripple is the result of variationthe

shifting the single-phase pattern by 0, 120 and 240 degre' istantaneous angular speed of the stator flux vector, which

respectively. This leads to the pulse pattern shown in Kigj. 3 nebes_sarily arise vv_hen applying voltage vectors of _diﬁEre
As a result, the three-phase pulse pattern over 360 deg;ee%r\d discrete magnitudes. The rlpples on the _magnltude and
fully characterized by the single-phase pattern over 90e angle of the stator flux vector, which repeats itself every 60

For more details on the computation of OPPs for muIti-Ievtgll.egrees and also exhibits a 30 degree symmetry,_dlctate the
inverters, see for example [14]. discrete frequency spectrum of the current harmonics.

C. Properties

The result of this offline computation is a look-up table
B. Stator Flux Trajectory that holds the switching (firing) angles for the semiconduct
switches and the respective phase potential values. Therton
Consider an electrical machine connected to the invertafrthis look-up table is a function of the modulation index, a
terminals and neglect the machine’s stator resistance. Ti@malized quantity that is proportional to the magnitude o
steady-state stator flux trajectory in stationary coorisa the reference voltage in the linear operating range.
which corresponds to the OPP in use, is obtained by integyati A basic property of OPPs should be explained. Pulse width
the switched voltage sequenagg over time. Specifically, the modulation by OPPs is characterized by an integer number
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Fig. 6: Delaying the negative switching transiticxw, = —1 in phasea by
Atq, with regards to the nominal switching tintg, increases the stator flux
component in this phase Y5 Vyc(—Aug)At,

Fig. 5: Boundary control problem formulated over the hamizZd,. The
transient pulse pattern drives the stator flux veafgr from time to to ¢1
and links the switch positions,

The flux error vector is the vector difference between the
of switching events over one fundamental period of the sta@:ference flux trajectory and the actual trajectory of tagast
voltage waveform, which is the pulse numberAs a result, fiyx of the machine. Even at steady-state, this flux errorarect
the switched waveform is synchronized to the fundamental generally non-zero due to non-idealities of the realisor
voltage waveform at all operating points and load cond#iongrive system. These non-idealities include fluctuationhi
Therefore, modulation by OPPs belongs to the class of syl jink voltage, the presence of the stator resistanceeotegi
chronous PWM methods. This synchronization property ¢f (2) and non-idealities of the power inverter, such asddea
OPPs comes with one advantage and one disadvantage. tme effects. During transient operation, the flux errorteec

Owing to the synchronism between the pulse pattern and {géan accurate mapping of the change in the operating point.
fundamental waveform, subharmonic spectral components do

not exist. Moreover, all integer harmonics of even orderahd A Stator Flux Control Problem
triplen harmonics are zero. The latter is true, becausetgquar The stator flux control problem can be interpreted as a
wave symmetry is typically assumed when calculating OPBsundary control problem, as illustrated in Fig. 5. Staytin
for a three-phase system. The result is a discrete-frequent time ¢, with the switch positionu(ty) and the stator flux
spectrum, which only comprises the integer components ¢f (¢o), a transientpulse pattern over the time-intervaj, is
order 1, 5, 7, 11, 13, etc. to be derived. This pulse pattern drives the stator flux veoto
However, the synchronization of OPPs to the fundamentle terminal stator fluxp, (¢;) and leads to the terminal switch
period of the voltage implies the lack of a symmetricgbositionu(t;). In this boundary control problemy(t,) and
modulation cycle [15]. The latter is commonly defined a®,(to) are the initial conditions, while«(t,) andp(t;) are
a time interval of fixed length during which the referencéccordingly the terminal conditions.
voltage is approximated by the applied sequence of swigchin The requirements for the transient pulse pattern include
state vectors. A symmetrical modulation cycle of fixed léngthe following: First, the transient pattern is required te b
is a typical feature of carrier-based PWM and space vectptimal in the sense that it minimizes the current and/aguer
modulation (SVM). Its symmetry ensures that the trajectorfHD. It is also conceivable that the pulse pattern minimizes
of the resulting harmonic current describes a closed pattdéhe switching losses of the power converter switches, g.g. b
centered in the origin of the complex plane. This featugenalizing commutation angles that occur at high currents.
allows the sampling of the current at regular time intervaldlext, excessive excursions of the stator flux and thus of
equal to the half of the modulation cycle: by performing suctiie stator currents are to be avoided to prevent over-curren
sampling, only the fundamental component of the current gonditions. Finally, the torque and the stator flux magretud
obtained; the harmonic current is zero at the samplingiista are to be controlled around their references—at steadg-sta
This property does not exist when using OPPs to synthesRferating conditions as well as during transients.

the voltage [10], making it difficult to establish torque ang Principle of Model Predictive Pulse Pattern Control
flux control in systems operated with OPPs: sampling the
current at time instants when the harmonic content is non-1 "€ above stated control problem can be formulated as a

zero results in distortions perpetuating the closed loog afionstrained optimal control problem with a so-called réngd

affecting adversely the control action. This adverse éffec horizon policy or, equivalently, as a model predictive coht
particularly pronounced in medium-voltage drives opatate (MPC) problem [13]. The key idea is to associate the predic-
low switching frequencies. tion horizon with the time interval’, = ¢; — ¢y, and to drive

the stator flux vector over this horizon to its desired positi

thus correcting the stator flux error. This is enforced byiagld

a terminal equality constraint on the state vector. Froneti:
Closed-loop control of an electrical machine based on OP@&fsthe horizon onwards, steady-state operation is assumed.

can be achieved by controlling the stator flux vector alosg iparticular, the controlleassumesghat from ¢; onwards the

reference trajectory. The magnitude of the stator flux ttajyy  original, i.e. thesteady-statgulse pattern, will be applied. It

determines the magnetization current of the machine, wide is crucial to note, however, that due to the receding horizon

angle between the stator and the rotor flux vectors detesnimmlicy highlighted in the introduction and in Fig. 2, theadg-

the electromagnetic torque. state OPP willneverbe applied. Instead, at every time-step,

IV. M ODEL PREDICTIVE PULSE PATTERN CONTROL
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Fig. 7: Block diagram of the model predictive pulse patteontrol (MP3C) scheme

the first part of the modified OPP, i.e. the pattern over th@. Optimality

sampling intervall’;, will be applied to the drive system. It is important to point out that, as indicated above, optima
Under steady-state operating conditions, the stator fltoc erity, i.e. minimal current THD, is achieved when the referenc
is small, typically amounting to one to two percent of thetator flux trajectory is accurately tracked. Optimalityttisis
nominal flux magnitude. Therefore, only small correctiohs @jefined in terms of the reference flux trajectory rather timan i
the switching instants are required to remove the flux err@érms of the steady-state voltage waveform. These two terms
over the horizon. As a result, the steady-state OPP can loe uggincide only at steady-state under ideal conditions. gty
as a baseline pattern when deriving the transient pulserpatt can also be achieved for quasi steady-state conditions, by
This greatly simplifies the control problem at hand, since rensuring that the reference flux trajectory is closely teack
optimizing the OPP around its optimum is significantly less The following scenarios typically lead to large transients
computationally demanding than computing an entirely nefje application of large torque steps, the switching betwee
transient pulse pattern from scratch. pulse patterns of different pulse numbers, and the shifting
The control objective is then to regulate the stator flux@ectof operating points across discontinuities in the switghin
along its given reference trajectory in stationary coaaths, angles. In all three cases, the stator flux error tends to be
by modifying the switching instants of the OPP within théarge and significant corrections of the switching instaares
horizon as little as possible. As an example, consider phasandatory. As a result, the transient pulse pattern olddiye
a. According to (2), shifting the switching transition by there-optimizing around the existing OPP might be suboptimal.

scalar timeAt¢, changes the phasestator flux by However, the notion of harmonic distortion, which is based
on the frequency analysis, is not meaningful during suaf-tra
‘/d . . . .
Athga(Aly) = — % AugAt, 3) sients. Therefore,_ rather than focusmg on a mmwn_al cdirren
2 THD, during transients the controller aims at achieving gyve

fast dynamic response by rapidly tracking the new stator flux

where, Au, = uq(t;) — uq(t; — dt) denotes the switching  ofarence trajectory.

transition in phase:, with Au, € {—1,1}. The nominal
switching time is given by* anddt is an infinitesimally small D. Proposed MPC Algorithm

time step. All variables are given in per unit. ~ The proposed MIC algorithm is shown in the block
An example is shown in Fig. 6. Delaying the negativeliagram in Fig. 7. It operates in the discrete time domain and
switching transitionAu, = —1 by At, increases the volt- is activated at equally spaced time-instah, with &k € N

seconds and thus the stator flux in this phase. Advancing th&ing the discrete time-step arid denoting the sampling

switching event has the opposite effect, i.e. it decreases interval. The control problem is formulated and solved in

flux amplitude in the direction of phage The same holds for stationary orthogonal coordinates. The angular eledtsiegor

phases andc. and rotor frequencies of the machine argand w,., respec-
Compensation of the flux error vector in real time byively. The algorithm comprises the following six steps,ieth

modifying the switching instants of the OPP, results in fastre executed at the time-instakit’;.

closed-loop control. We refer to this control concept as edlod Step 1. Estimate the stator and rotor flux vectors in the

predictive pulse pattern control (ME). The internal model stationary reference frame. This yielgds =[5 1s5]T and

of this controller is based on three integrators of the fo8n ( ¥, = [ty ¥rs]T. Let L3 denote the angular position of a

one for each phase. flux vector and|t| its magnitude.

December 9, 2011 Accepted for publication in the IEEE Trans. on Ind. Appl.



Compensate for the delay introduced by the controller
computation time by rotating the estimated stator and rotor
flux vectors byw, T forward in time, i.e L, = L, +wTs 1
and accordingly for the rotor flux.

Step 2.Compute the reference of the stator flux veafdr.
Recall that the electromagnetic torqlé produced by the
machine can be written a&. = k.|| ¢, |sin(y), where
k. is the rotor coupling factor, ang is the angle between the
stator and the rotor flux vectors. When the machine is fully
magnetized, the magnitude of the reference flux vector islequ
to 1 pu. Then, for a given value of the rotor flux magnitude
and a given torque reference, the desired angle between the
stator and rotor flux vectors is

* o —1 Te* )

~v* =sin (kr|’¢r| . (4)
The reference flux vector is then obtained by integrating

the chosen nominal three-phase pulse pattern; the referenc

angle£,. +~* constitutes the upper limit of the integral. Therig. 8: Actual stator flux vectog ,, rotor flux vectorsp,., reference flux vector

resulting instantaneous reference flux vector has, in géreer v and stator flux errorp; o in the stationary coordinates

magnitude and angle that slightly differ from their respect

values on the unitary circle, Fig. 8. The vector diagram is th

figure provides a graphical summary of the derivation of thériable}, using the weighy, which is very small. Constraints

reference flux vector. on the switching instants ensure that the correct sequeince o
Step 3.Compute the stator flux error, which is the differencéWitching transitions is kept and that transitions are novexl

between the reference and the estimated stator flux vectorinto the past. Specifically, the QP is formulated as

>

Yoenr =5 — b, (5) min( |4, e — Y, con(A)|* + gAtT AL ) (6a)
It is evident that this error can be directly calculated—tmei J(At)
the fundamental component nor the harmonic content of the g ¢ 7 <t <t.,< ... <t, < E (1) (6b)

stator flux need to be estimated for this. This is in stark )
contrast to state-of-the-art techniques [9], [10] thatuiezjan FTs < ton Stz < .o S tony, < Ty, 41 (6c)
estimation of theundamentaflux component to evaluate the kTs <t Steo <o Sten, Stogn 41 - (6d)
fundamental component of the stator voltages at the machine
terminals. The latter quantity is then employed to derive thAgain, 1 ¢ is the stator flux error in stationary coordinates
reference voltage vectar*, which allows perpetuation of a de-(a/3), ¥, con(At) is the correction of the stator flux, and
sired operating point; this permits near-steady-stateatipsn At = [Aty; Atas ... Atan, Aty ... Atpn, Ater ... Atep, |7
of the modulator—a requirement for employing OPPs evatenotes the vector of switching instant corrections. Fasgh
when the drive is in dynamic condition. Our proposed methad for example, the correction of theth transition time is
treats the flux error (5) as a unique quantity that encomgasséen by At,; = tq,; — t’,, wheret’, denotes the nominal
both (i) the harmonic flux errot),, ,, which describes the switching instant of the-th transitionAu,,. Again, the latter
deviation of the stator flux from the target flux trajectoryeduis defined asAu,; = wuq(t};) — u.(t}; — dt) with d¢ being
to excursions of the harmonic content at quasi steady-state infinitesimally small time step. Moreover,, denotes the
operation, and (ii) the fundamental flux errgr,, ;, which number of switching transitions in phasehat are within the
is non-zero when the operating condition changes (e.g. duediction horizon, andz(naﬂ) refers to the first nominal
to step changes of the load torque or changes in the angw@aitching transition beyond the horizon. The quantities fo
velocity of the machine). phased andc are defined accordingly.

Step 4.This step comprises the actual pulse pattern con-
troller. The MPC control prOblem can be formulated as an 1The penalty on the manipulated variable is a further diffeeeto state-
optimization problem with a quadratic objective functiamda of-the-art methods, which typically only penalize the coted variable [7],

linear constraints. a so called quadratic program (QP) TI9& Here, it is proposed to also minimize tokangeof the switching instants
’ so that the pattern controller in Fig. 7 preserves the \@ibed balance

terminal equa“ty constraint is relaxed, by replacmg it eh)y of the precalculated OPP as much as possible. In this waycdhé&oller

large penalty on any uncompensated flux error. Doing &@compasses an inherent mechanism to avoid overcompengeiflux error;
avoids numerical difficulties [12]_ The Objective functipﬂ- this feature minimizes the interference with the optimat-gecond balance of

. ., the OPPs, thus enabling optimal operation at quasi steatly-She dynamic
nalizes both the uncorrected flux error (the Contm”edabm) performance is not compromised, if the weightis set to a small value,

and the changes of the switching instants (the manipulat@ding priority on correcting the stator flux error.

December 9, 2011 Accepted for publication in the IEEE Trans. on Ind. Appl.



A Ua sequence over the sampling interval is executed. The predic
1 tions are recomputed at the next sampling interval using new
. measurements; a shifted—and if necessary revised—seguenc
£ tt, ' of switch positions is derived. This is referred to as the
< > receding horizon policy, see Fig. 2, which provides fee#fbac
and makes MEC robust to the flux estimation errors and
1 T non-idealities mentioned earlier. Longer horizons rediiee

0

\

-1

controller sensitivity to flux estimation errors, as will sieown
M T T in Sect. VI-B. As a result, the steady-state current diginst
th 2% th3 . .
H tend to be lower, when compared with an overly aggressive
< < > controller, i.e. a controller that operates with a very shor
prediction horizon and does not penalize the correctivioact

(¢ =0).
'Ts t* kTS’Jer E. Additional Control Loops

< > The inner MPC control loop described above is augmented

, m by two outer control loops, as shown in Fig. 7. The first loop
Fig. 9: Model predictive pulse pattern control (R® problem for a three- L
phase three-level pulse pattern. Six switching transstfaii within the horizon regulates the torque by adjusting the reference angle ketwe
T,, which is of fixed length. The lower and upper bounds for thenimal  the stator and the rotor flux vectors. The second loop regmilat
switching instants are depicted by arrows the stator flux magnitude by adjusting the modulation index.
The slow stator flux controller uses information from theann
loop of MPC to adjust the modulation index—specifically, the
volt-second correction or the effective modulation index.
” > AugiAtg; The OPP method is conceptually applicable to the whole
Y, con(At) = _Ydep S Aupi Aty | - (7) speed_range. Specifically, OPPs can inhere_ntly_reach x-St
S At operation at the upper end of the quulatlon index. At 'Fhe
v lower end, however, OPPs are restricted by the following
The switching instants cannot be modified arbitrarily—thefactors: (i) the pulse numbet increases at low modulation
are constrained by the current time-instaf, as well as indices and low frequencies, making the computations to
by the neighboring switching transitions in the same phasterive OPPs more challenging; and (ii) the advantage of OPPs
Fig. 9 provides an example to illustrate this. The first siiitg over carrier-based PWM becomes insignificant in terms of the
transition in phasé, for example, is constrained to lie betweegurrent THD. Therefore, the standard practice is to switch t
kT, and the nominal switching instant of the second transitiararrier-based PWM at low modulation index (e.g. below 0.3
in phaseb, t;,. The second switching transition in phasean pu). This issue is explained in detail in [10].
only be delayed up to the nominal switching instant of the
third transition in the same phasg,. In this example, the
number of transitions that fall within the prediction hanz A. Active Set Method to Solve the QP
aren, = 2, n, = 3 andn. = 1. Note that the transitions in  The QP formulated in Step 4 can be solved efficiently
a given phase are modified independently from those in thg adopting the so called active set method for quadratic
other phases. programming. This is a standard approach to solve QPs of
The horizon lengthl;, is a design parameter. If requiredsmall to medium scale. The active set method is described in
T, is increased so as to ensure that switching transitions indatail for example in [16, Sect. 16.4].
least two phases fall within the horizon. Consider again #ig  We start by computing the unconstrained solution, i.e.
In caseT), is smaller thant}, — kT, it is increased to this we minimize (6a), while neglecting the timing constraints
value. (6b)-(6d). We also recall that the step size of all switching
Step 5.Remove switching transitions from the QP that wiltransitions is+1, i.e. |Au,;| = 1, and accordingly for phases
occur within the sampling interval. This can be accomplishé and c. It is obvious that—in the unconstrained case—the
by updating a pointer to the look-up table that stores thiesulting modifications of the switching instants are theea
switching angles of the OPP and the respective three-phage phase. We can thus defig = %%Atm for phasea,
potential values. with ¢, denoting the scaled volt-second modification for the
Step 6.Derive the switching commands over the samplinggansitions in phase. The per-phase variables defined above
interval, i.e. the switching instants and the associateitckw can be aggregated to the three-phase vedoess|d, d, 0.7
positions. The switching commands are sent to the gate urited n = [n, n, n.]7. Recall thatn, denotes the number
of the semiconductor switches in the inverter. of switching transitions in phase, with n;, andn. defined
To reiterate, even though a sequence of switch positionsaiscordingly for phases andc. As an example for the latter,
planned over a long prediction horizon, only the switchingefer to Fig. 9, which corresponds o= [2 3 1]7.

0

\

'H

-1

» time

.
N
uC
}r k
The stator flux correction is obtained by rewriting (3)

V. COMPUTATIONAL ASPECTS
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Introducing the constant = 3¢/ (3 %¢)2, we can rewrite/ Induction | Voltage 3300V rs  0.0108pu
in (6a) as motor Current 356 A T 0.0091 pu
Real power 1.587MW | z;, 0.1493pu
J((S) _ |"/’s,err _ ¢S,c0rr(6)|2 + 2@(”116(21 + nbé? 4 ncgg) (8) Apparent power  2.035MVA| z;,. 0.1104pu
) Frequency 50Hz Tm  2.3489pu
and (7) ast, co(6) = —3Pn’4. Setting VJ(d) to zero Rotational speed 596 rpm
yields the unconstrained minimum Inverter Vae 1.930pu
o= _]\/[*113711/,8,6rr 9) xz.  11.769pu
ith TABLE [: Rated values (left) and parameters (right) of thevelr
wi
2ng+0  —mp —MNe
M = —n, 2np + 0 —Ne . (10) possible. Specifically, the horizon is redefined as the mimnmm
_n _n 9 time interval starting at the current time instant such tiat
a b Ne + 0

least two phases exhibit switching transitions. This letada
The expressiomV ' P~' can be derived algebraically andpulse pattern controller with deadbeat (DB) characterigthe
does not need to be computed in real time. control algorithm is computationally and conceptually wer

The tailored active set method to solve the QP (6) involvesmple, as summarized in the following.
several iterations of the following three steps. Step 1. Determine the two phases that have the next

Step 1.Compute the number of switching transitionsper scheduled switching transitions. We refer to those asttiee
phase that fall within the horizon. phases, which are always pairs, i, bc or ac. This yields

Step 2. Neglect the timing constraints and compute ththe length of the horizofT},, which is of variable length for
unconstrained volt-second correctiodisper phase. Convertthe DB controller. Determine all switching transitions it
these into unconstrained switching instants, taking tga ef the horizon. In Fig. 9, for example, phasesnd b have the
the switching transition into account. For th¢h transition in - next switching transitions and are thus the active phadesir T
phasea, this impliest,; = t}, +3% Aifm' The unconstrained nominal switching instants arg,, ¢, andt;,. The horizon
switching instants in phasdésandc are defined accordingly. thus spans the time interval frok¥ to ¢*;.

Step 3.Impose the timing constraints (6b)—(6d) by deter- Step 2.Translate the flux error from3 to abc, by mapping
mining the switching instants that violate one or more of thiginto the two active phases. The flux error of the third phase
constraints (the so-calledctive constraints For the active is zero. For the example above, with the active phasaad
constraints, perform the following operations: b, the mapping is given byp, i enr = P;b1¢s,err with

1) Limit the unconstrained switching instants by imposing 5 V3

the constraints. This yields the final solution for these 2 T2
switching instants. P =10 V3|. (11)
2) Remove these switching instants and their associated 0 0

itching t itions f th timizati bl d . . L
Switching transrions from the optimization probiem an Step 3.Compute the required modification of the switching

reducen accordingly. . : :
3) Compute the flux correction that results from thedgstants inabe, given byAtreq%Qp?aabcve”/ (‘./d.c/ 2). .
Step 4. Go through all switching transitions of the first

modified switching instants and update the remaininaggctive ohaser, with = € {a,b,c}. For thei-th switching
’ T a,0,Cy. 1=

(as yet uncorrected) flux error accordingly. T . n . Lo
terat St 2 and 3 ) il th luti transition in this phase with the nominal switching instant
ﬁra € %velr €ps Iatn " agr?m unt i € solution remalﬁi and the switching transitiot\u,,, perform the following
unchanged. In general, two iterations suffice. operations:
This procedure is computationally simple. Most importantl c . DB fashi he desired dificati
the computational complexity is effectively independefit o ° Aom@tz in-a A ashion the desired modification
the number of considered switching transitions and thus of thé'_ ht””-‘eq./(;]. u””.i)' TN
the length of the horizon. Specifically, the dimension of the * '*'© ify the switching instant ta,; = t;; + Ata;.
matrix M ~'P~! is always 3x2. Since the offline computed * Constraint,; by imposing the respective timing con-
OPP always has switching transitions of step-size one, the Ztrzlnts ohn thﬁ switching mstantf. h ired switchi
above outlined active set method yields the same resulteas th*® pdate the phase component of the required switching

QP formulation (6). Small differences would occur, if some instant modification, by replacingts,req With Aty req —

transitions had step-sizes greater than one. In the remaaid (tai — t5;)(—Aug;).

the paper, we refer to this adP3C based on QPor simply Repeat the above procedure for the second active phase.

as theQP method Note thatt,; —t?, equals the desired modificatidxy,; only
when the associated constraints are not active. Since the DB

B. MP°C based on Deadbeat Control controller aims at removing the stator flux error as quickly

Another alternative is to set the weightin (6a) to zero. as possible and since corrections in the switching instargs
As a result, the degree by which the switching instants anet penalized, the DB controller tends to be very fast and
modified is not penalized. The horizon is kept as short aggressive. Yet, there is no guarantee that the flux error is
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Fig. 10: Space vector modulation (SVM) at nominal speed afiddrque with the carrier frequency. = 450 Hz. The modulation index is» = 0.82. The
stator currents and the switch positions are shown versusirtte-axis in ms, while the stator current spectrum is degiversus the frequency axis in Hz.
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Fig. 11: Model predictive pulse pattern control (RAE) with the pulse numbei = 5. The operating point, the switching frequency, the plots tieir scaling
are the same as in Fig. 10 to facilitate a direct comparison

fully removed within the horizon, since the constraints ba t ing additional requirements on the control hardware. Speci
switching instants have to be respeéted ically, the trajectory controller with OPPs and the field-
oriented controller with carrier-based PWM co-exist on the

C. Computational Requirements ) s
h or ad  th 4 h same hardware. Since the effort to modify the pre-computed
Another major advantage of the propose cheéme re- oppg js roughly the same as the effort to establish control by

lates to the ease of implementation, specifically to the rEuml}ield orientation, the maximal computation time is well belo
of computations to be performed on the controller hardwaég us and thus below the sampling period

within the sampling interval. In general, the computatidna-

den is often quite pronounced for MPC, requiring a powerful VI. PERFORMANCEEVALUATION

control platform to achieve the high steady-state and dymam As a case study, consider a three-level NPC voltage source

performance demonstrated in [17]-[19]. For the proposét/erter driving an induction machine with a constant mecha

control scheme, however, by pre-computing optimized pulggal load, as shown in Fig. 1. 8.3kV and 50 Hz squirrel-

patterns, the majority of the computations is moved offlineage induction machine rated aMVA with a total leakage

at the expense of an increased memory requirement to stisrguctance of 0.25pu is used as an example of a typical

these patterns. During runtime, the pulse pattern is madifimedium-voltage induction machine. The dc-link voltage is

by the controller so as to compensate for non-idealitiestandVy, = 5.2kV and the modulation index (as defined in [7])

achieve fast control during transients. is m = 0.82 for all cases. The detailed parameters of
Nevertheless, in the low-frequency operating range, fielthe machine and the inverter are summarized in Table 1.

oriented control and carrier-based PWM are required, impoBhe per unit system is established using the base quantities

2The DB version of MBC might appear to bear some similarities with state-VB = V2/3Via = 2694V, Ip = V2l = 503.5A and

of-the-art methods [9], [10]. These, however, typicallyngée the flux error fB = frat = 50Hz.

every 50Qus, map thea3 flux error into all three phases using (1), modify

the switching instants within these 508 and send the modified pulse patterrfA‘- Steady'State Operation under Nominal Conditions
sequence over the whole 508 to_the inyerter. In_contrast to t_hat, the proposed At nominal speed and rated torque, closed-loop simulations
DB controller adopts the receding horizon policy—the gattommands are | h f £ \PUNd d

set over the sampling interval, which typically encompas®us, while the were run to evaluate the performance o nder steady-

prediction horizon is usually in the range of 0.5 to 1 ms. state operating conditions. The key performance criterga a
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Fig. 12: Influence of flux observer noise on the closed-loofgop@mance of MPBC. Fig. (a) shows the probability distribution function bietnoise measured
in the medium-voltage lab. Figs. (b) and (c) depict the qurrf€HD as a function of the noise level for Gaussian and measuoise, respectively.
The straight (black) line refers to DB control, whereas tleldred) lines with markers refer to QP control with differehorizon lengths, namely
0, = 10°,20°,25°,30°,60°. The pulse number id = 5, and the operating point is at nominal speed and full torasein Fig. 11

Control Control fsw  Istip Tetrp|| Is,tHD Te,THD
scheme setting [Hz] (%) (%] [%] [%]
CcB fe =250Hz 150 16.1 11.0 100 100
SVM fe =250Hz 150 15.5 9.83 96.8 89.6
MP3C d=3 150  7.36 6.62 || 45.9 60.3

CB fe = 450Hz 250 7.94 5.79 100 100
SVM fe =450Hz 250 7.71 5.35 97.1 92.4

effectively halves the current distortions for the samdding
frequency, when compared to CB-PWM or SVM. It can also
be seen that the THD performances for CB-PWM or SVM
are quite similar. The CB-PWM and SVM values come closer
to the MPC results as the switching frequency increases—
although MPBC is still considerably better than both PWM

MP3C d—5 250 413 341 || 520 589 metrr]lods over the rafnge d|S|3Iayed. | e o

CB fe=750Hz || 400 4.68  3.41 [ 100 100 | The pu;rent wavetorm anh spec;trurg\:;\’\;) n9 V(;”tmt? eDg ase
SVM  f.—750Hz || 400 452 306 || 96.6  89.7 eg switch positions are shown for an :
MP3C d—28 400 363 288 ||l 776 845 modulation respectively in Figs. 10 and 11. These figures

TABLE Il C ] © MPC with CB.PWM and SYM in © i refer to the fifth and sixth row in the table, i.e. the middle
. Comparison o Wi - an In terms o e . . . . :

switching frequencyfew, the current THOL, 1o and the torque THIY, o, switching frequenc;_/ c;on&dered in the comparison. From the
The center section shows absolute values, while the vafutsiright section current waveforms it is readily apparent that #Pproduces
af% rtilatlve, _US"f]g CB-PW'\é'ﬁaSIa b|?3e||ne. J}he pu('ijlf ?Umb@gm_byd a much lower current ripple. Correspondingly, the harmonic
an e carrier trequency . IN all cases the modulation INdex 18 =

0.82. The operating point is at nominal speed and rated torque naminal components of the MIT current spectrum are much reduced,

conditions are assumed, i.e. the stator flux observatioashat affected by particularly regarding the harmonics arougidand the 17th
noise and the machine parameters are precisely known harmonic.

the harmonic distortions of the current and torque for argivg" Steady-State Operation with Flux Observer Noise

switching frequency. The simulated M® is based on the MP3C requires an accurate estimate of the stator flux vector.
DB controller, which at steady-state yields nearly ideatic For this, a flux observer is used, as shown in Fig. 7, which is
results to the QP version. OPPs were calculated offline witypically affected by noise. This section investigatesithpact
various pulse numbers, according to Sect. Ill-A. MPis such observer noise has on the closed-loop performance of
compared with two commonly used modulation methods-MP2C, particularly with regards to the current THD.
carrier-based pulse width modulation (CB-PWM) and spaceFor this, MPC was run at nominal speed and torque
vector modulation (SVM). Specifically, a three-level regul under steady-state operating conditions on a 1 MVA medium-
sampled PWM is implemented with two in-phase triangulafmltage drive in the laboratory. The evolution of the stator
carriers, so-called phase disposition (PD). It is gengrad- flux vector was measured along with the one of the stator flux
cepted that for multi-level inverters, carrier-based PWhthw reference vector. The difference between the two stator flux
PD results in the lowest harmonic distortion. In accordaneectors was defined in (5) as the stator flux erfar,,,. At
with common practise, the reference signals are generagtdady-state operation, M@ removes the flux error almost
by adding a one sixth third harmonic to the modulatingompletely—the residual error typically accounts for leéssn
reference signals to boost the differential-mode voltalgee one percent of the nominal flux magnitude. This residualrerro
SVM is obtained by adopting the approach proposed in [20% dominated by noise from the flux observer. In the following
A common mode voltage, which is of the min/max type pluse therefore refer tap, ., as the flux observer noise, which
a modulus operation, is added to the reference voltage. includes noise sources in the path of the stator flux estimati
The data in Table Il show that for low switching frequenciesuch as drift in the current measurement and ripple of the
of a few hundred Hertz, as typically used in MV drives, MP angular velocity signal: both are inputs to the flux obsgrver
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Fig. 13: DB MP’C at 50% speed with an OPP of pulse numiet 10 (fsw = 250 Hz) and steps in the torque reference. The torque and therspiisitions
are shown versus the time-axis in ms. The stator currentslepieted in stationary orthogonal coordinates. All quagiare given in pu

Fig. 7. Uncompensated non-idealities of the power invertdre nominal case. For QP M with 6, = 60° the current
also contribute to the residual noise. THD can be brought down to 4.24 which implies a2.7%

Fig. 12(a) shows the probability distribution function (PD deterioration.
of the flux observer noise in thea-axis, with the noise in  In Figs. 12(b) and 12(c), it can be seen that for QP control
the S-axis being very similar. Note that the integral of thehe resilience to flux observer noise changes significartlgrw
PDF is one. The noise can be well approximated as Gaussiaereasing the (angular) prediction horizon fréin= 20° to
noise with zero mean value and the standard deviatioca 6, = 30°. The reason for this is that fat, = 20°, in 14%
0.0044 pu, as shown by the red line in Fig. 12(a). However, thef the time-steps, the prediction horizon captures switghi
noise exhibits a certain degree of auto-correlation, iimgly transitions in only two phases, i.&, < t}, — kT in Fig. 9.
that the noise amplitude at time-instansomewhat dependsFor 6, = 30° the horizon is long enough to always include
on the noise amplitude at the previous time-instant 1. switching transitions in all three phases, 6. > ¢}, — kT
This auto-correlation is not captured by the Gaussian noise Fig. 9.

In the fOIIOWing, we dIStInQUISh betweeBaussian noise On|y two phases are required to decompose the flux error
and measured noiseThe Gaussian noise is characterized biy] its Components and to Compensate them. However, the flux
a given standard deviation and exhibits no auto-correlaticerror compensation is less vulnerable to noise when swigchi
The measured noise is the measurgd.,, Whose PDF is transitions in all three phases are available, becauseisn th
effectively Gaussian, but features a non-zero auto-aaticel. case smaller modifications of the switching time instants ar
Before proceeding, we define the (angular) prediction horiequired. The intuitive assumption that a longer predictio
zond, = 360 fpw, - T}, in degree, which refers to the angulahorizon makes the control scheme more robust in thus verified

Spread MPC looks into the future, while the (tlme) prediction Summing up, on the one hand, the DB version is affected
horizonT), is given in seconds. by flux observer noise, which is a common characteristic
Using the same setting as in the previous section (nomirtdl such an aggressive control scheme. The QP approach,
speed, full torqued = 5), the impact of Gaussian observeon the other hand, is less susceptible to noise, partigularl
noise on the current THD is shown in Fig. 12(b). Withoutor long horizons, since the controller carefully weighs in
noise the current THD is 4.23, c.f. also to the sixth row the objective of removing the flux error within the horizon
in Table 1l. For DB MPC control ando = 0.0044 pu, the versus the penalty on modifying the switching transitidrtss
current THD deteriorates by0% to 4.5%. When using QP is a fundamental characteristic of so called optimal cdntro
MP3C, the deterioration due to noise can be reduced as #whemes, such as QP P, which are based on the trade-off
horizon length is increased. For the long horizgn= 60° between good tracking performance and low control effort. |
this deterioration is effectively avoided altogether—tiierent this case, this trade-off is determined by the length of the
THD is 4.19%, which is equivalent to a deterioration of onlyhorizon. The penalty; has only a minor effect, in that it
1.5%. Note that at nominal speet), = 60° is equivalent to decides on the trade-off between control effort and theiteam
T, = 3.33ms. soft constraint.

The impact of the measured noise on the current THD isAbove we assumed = 0.0044 pu and the noise scaling
similar, as shown in Fig. 12(c). In this, the noise scalingfda factor of one to be representative for flux observer noise in
denotes a factor, with which the amplitude of the measuredreal-world medium-voltage drive setting. This assumptio
noise is multiplied, allowing us to study the effect of difet might be pessimistic, since the recorded noise also inslude
noise intensities. When the scaling factor is one, DB cdntroncompensated stator flux errors. The real observer noise is
results in a current THD 04.65%, which is 13% worse than thus probably one third smaller. The corresponding dei@rio
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Control Rs Ry Deviation Deviation Deviation

scheme|| [%] [%] of Te [%]  of |2 | [%] of |v,.| [%] 1

DB 75 100 0.19 0.03 0.02

DB 125 100 —0.18 —0.04 —0.02 0.8

QP 75 100 0.24 0.12 0.11 g

QP 125 100 —0.24 —0.12 —0.11 \: 0.6

DB 100 75 0.13 0.00 —0.02 %

DB 100 125| —0.08 0.00 0.02 5 0.4k

QP 100 75 0.42 0.06 0.03 |2

QP 100 125 —0.36 —0.05 —0.03 0.2k
TABLE Ill: Robustness of MPC to machine parameter variations under
steady-state operating conditions, using DB and QP comiithl 6, = 30°. ot
The deviations of the torque, stator flux and rotor flux magies from their ‘ ‘ ‘ ‘
references are shown in percent, when altering the statbratar resistance 16 20 24 28 32
by 4-25%, respectively Time (ms)

Fig. 14: Torque response to the torque step at time 20ms in Fig. 13.

. . The straight (black) line refers to DB M, the dashed (red) line to QP
tion of the current THD is then% for DB MP3C and 2% for  ypsc Witgh 0,,( _ 10)0 (T, = 1.11ms), the dotted (green) |(ine )@J _ 3OOQ

the QP controller with a long horizon, respectively. It ca b(7, = 3.33ms), and the dash-dotted (blue) line correspondé,to= 60°
concluded that MEC is robust to flux observer noise. (Tp = 6.67ms)

C. Steady-State Operation under Machine Parameter Varia-
tions numberd = 10, which entails a switching frequency ¢f, =

Another potential source of control performance degradlati_250 Hz. The tr§n5|ent p(_arformance of_l\?le with DB control
hown in Fig. 13, with the steps in the torque reference

are variations in the machine parameters unaccounted forloﬁ / lied at time-instants— 20 d 60 For DB
the controller. In the following, we investigate the imp#uat INg applied at ime-nstants= zms an ms. For.
control, the settling time is below two ms and thus similar to

changes in the stator and rotor resistariReand R,., have on .
9 ea ' those for standard DB and hysteresis control schemes. Over-

the steady-state tracking accuracy of MP As previously, . U .
operation at nominal speed and torque with an OPP wiﬂ?d undershoots.are avc_nded, _wh|ch is also ewdenced_ by the
tor current trajectory in stationary orthogonal cooatks,

pulse numberl = 5 is assumed. The resistances are alteré o
own in Fig. 13(c).

by +25%. The performance of DB M is compared with S i
the QP version withg, = 30° in terms of the steady-state In the sequel, we focus on the first torque step-at20 ms,

deviation of the torque, as well as of the stator and rot§PMParing the transient performance of DB and QP*®IP

flux magnitudes from their respective references. For this, With different (angular) prediction horizons with each eth

outer flux and torque control loops, see Fig. 7, are disabldd9- 14 shows the respective torque responses, whereas the

Small steady-state errors are to be expected, particularly correspondlng svynchmg sequences are shown in .F|g. 15. For

the QP variety, due to MIT lacking an integral term, which these figures, a time-axis zoomed in arourd 20 ms is used.

is included in Pl-controllers, for example. When applying the torque step, the reference angle of
As shown in Table Ill, the steady-state errors are beloje stator flux is to be reduced hy3.7°, according to (4).

0.5% and thus barely measurable. Variations in the statbpis is equivalent to shifting the nominal OPP by 1.52ms

resistance are of minor importance, since the resultintagel forward in time. As can be seen in Fig. 13(c), the stator

drop is quite small. Variations in the rotor resistance &iage Ccurrent’s a-component must be increased by almost 0.2 pu,

only a minor effect, since they merely alter the time-constawhereas thes-component is to be increased by close to

of the coupling between the stator and rotor sides. By fgrci-8pu. To achieve this, additional volt-second contritysi

the stator flux vector along its desired trajectory, bottorsr are required—positive from phasesindb, and negative from

can be compensated for. In general, DB3@Rperforms better Phasec. DB control, as shown in Fig. 15(a), achieves this by

in the presence of machine parameter variations, which rmoving the two negative pulses in phaseand b and by

in line with the discussion above. To compensate for the§Bortening the positive pulse in phaseThe resulting torque

small errors, the outer loops are used, which include infegpettling time is less than two ms.

terms. These parameter variations neither have an impact o®P MPC leads to slower torque responses—pr= 10° it

the current or torque THD, nor do they influence the resultirgmounts to almost 4 ms, féf, = 30° it is about 8 ms and for

switching frequency. 0, = 60° about 10 ms. As the prediction horizon is increased,
the required volt-second correction is distributed overeno
D. Torque Steps switching transitions, as is evidenced in Figs. 15(b) an@)L5

The dynamic performance of ME during torque reference The transition times of the pulses are modified in an effegtiv
steps is investigated hereafter. At 50% speetlpu steps on symmetrical manner.
the torque reference are imposed, using an OPP with pulsén practice, most applications that demand a moderate
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Fig. 15: Switch positiona: for DB and QP MPC, corresponding to the torque step response in Fig. 14. @ble-dotted lines refer to the switching sequence
of the unmodified, original OPP, whereas the straight lirmsespond to the closed-loop switching sequence, modifieMB3C

dynamic performance can be served by QP2RIPSuch ap- [4] J. Holtz and B. Beyer. Fast current trajectory trackimgtcol based on

plications include general—purpose drives for fans and mm synchronous optimal pulsewidth modulatiofEEE Trans. Ind. App).
31(5):1110-1120, Sep./Oct. 1995.

where the operating pOII‘_lt IS mOStly fixed. _NowadayS' dr'V?S] J. Holtz and B. Beyer. The trajectory tracking approadh-rew method
customers demand an increased harmonic performance at for minimum distortion PWM in dynamic high-power driveslEEE

steady-state—this goal is easily achieved with QP3®IP Trans. Ind. Appl.30(4):1048-1057, Jul./Aug. 1994.

Robust to fl b . . furth d t @? T. Laczynski, T. Werner, and A. Mertens. Energy-basediutation error
obustness 1o Tlux observer noise I1s a further advantage control for high-power drives with output LC-filters and symonous

QP MP’C. When a high dynamic performance is required, optimal pulse width modulation. I®roc. IEEE Power Electron. and

as in steel mill applications, switching to DB control dur- _ Motion Control Conf. pages 649-656, Sep. 2008. _
B. Beyer. Schnelle Stromregelung fur Hochleistungsantriebe nigaioe

. . . . . 7
ing large tranS|e_nts is conceivable, _SO_ as t_O achieve Ve'[)) der Stromtrajektorie durch off-line optimierte Pulsmust®hD thesis,
short response times. Moreover, variations in the machine Wwuppertal University, 1998.
parameters, whose impact on the steady-state performagce gl J Holtz and N. Oikonomou. Synchronous optimal pulséwichodula-
. . . . tion and stator flux trajectory control for medium-voltagéves. IEEE
investigated above, have virtually no effect on the tramsie 154 ing. Appl. 43(2):600-608, Mar./Apr. 2007.
behavior of MPC. [9] N. Oikonomou and J. Holtz. Stator flux trajectory traakinontrol for
high-performance drives. IRroc. IEEE Ind. Appl. Soc. Annu. Mtg.
VIlI. CONCLUSIONS volume 3, pages 1268-1275, Tampa, FL, USA, Oct. 2006.
. L ] N. Oikonomou and J. Holtz. Estimation of the fundaméwmtarent in
This paper proposgd_ a new model predlct|ve Contro”gto low-switching-frequency high dynamic medium-voltagevds. |[EEE
(MPC) based on optimized pulse patterns (OPPs) that re- Trans. Ind. Appl. 44(5):1597—1605, Sep./Oct. 2008.

solves the classic contradiction inherent to drive comtrol [11] C. E. Garcia, D. M. Prett, and M. Morari. Model predieticontrol:

very fast control during transients on the one hand, ang, Bh%)r),’wzr;?]gr%CtEeEaAWﬁﬁgf%’t?/mgg‘;aii(ds)lé??g_ﬁ%c'\gz;efﬁg'

optimal performance at steady-state on the other, i.e.maihi strained model predictive control: Stability and optirhaliAutomatica
current THD for a given switching frequency. The former  36(6):789-814, Jun. 2000.

. . . ] J. B. Rawlings and D. Q. Mayné/odel predictive control: Theory and
is typically achieved only by deadbeat control schemes a design Nob Hill Publ., Madison, W1, USA, 2009.

direct torque control, while the latter is in the realm of pref14] A.K. Rathore, J. Holtz, and T. Boller. Synchronous ol pulsewidth
calculated optimized pulse patterns. The proposed cdertrol modulation for low-switching-frequency control of mediaraltage mul-

3 . . . . L tilevel inverters.|EEE Trans. Ind. Electron57(7):2374-2381, Jul. 2010.
MP°C, achieves both objectives, by adopting the prlnCIpltf%] D. G. Holmes and T. A. Lipo. Pulse width modulation for power

of constrained optimal control and receding horizon policy  converters: principles and practicdEEE Press, 2003.

This method inherently provides robustness, while respgct [16] J. '\4002%63 and S. J. WrightNumerical Optimization Springer, New
. . York, 1999.

the optimal volt-second. balan(?(:j' of the OPPs under qU?IS)] T. Geyer, G. Papafotiou, and M. Morari. Model predietigirect torque

steady-state and dynamic conditions. The result are vesty fa = control—Part I: Concept, algorithm and analysi$EEE Trans. Ind.

current and torque responses during transients and very low Electron, 56(6):1894-1905, Jun. 2009.

S - I [18] T. Geyer. Generalized model predictive direct torquatml: Long
harmonic distortion levels per switching frequency at dyea prediction horizons and minimization of switching lossksProc. IEEE

state operating conditions. Conf. Decis. Contrglpages 6799-6804, Shanghai, China, Dec. 2009.
[19] T. Geyer. Computationally efficient model predictivéredt torque
REFERENCES control. IEEE Trans. Power Electron26(10):2804-2816, Oct. 2011.

[1] H. S. Patel and R. G. Hoft. Generalized techniques of loaim (20] B. .P' McGrath, D. G. Holmes,_and T Lipo. Optimized spaetor
elimination and voltage control in thyristor inverters:rPb-Harmonic switching squences for multilevel inverters.|EEE Trans. Power
elimination. IEEE Trans. Ind. App).9(3):310-317, May/Jun. 1973. Electron, 18(6):1293-1301, Nov. 2003.

[2] G. S. Buja. Optimum output waveforms in PWM invertel&EE Trans.

Ind. Appl, 16(6):830-836, Nov./Dec. 1980.

[3] T. Boller, J. Holtz, and A.K. Rathore. Optimal pulsewidmodulation
of a dual three-level inverter system operated from a sidgléink. In
Proc. IEEE Energy Convers. Congr. Exppages 3406-3410, Phoenix,

AZ, USA, Sep. 2011.

December 9, 2011 Accepted for publication in the IEEE Trans. on Ind. Appl.



