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~ Abstract—Industrial applications of medium-voltage drives When field oriented control (FOC) is used to command a
impose increasingly stringent performance requirementsparticu-  pulse width modulator that employs OPPs, the performance
larly with regards to harmonic distortions of the phase currents ¢ the overall control scheme is very limited, even in quasi

of the controlled electrical machine. An established methad to : ; .
achieve very low current distortions during steady-state peration ~ Steady-state operation. Excursions of the harmonic ctgren

is to employ offline calculated optimized pulse patterns (OP). ~occur that may lead to overcurrent conditions [3]. Thus, the
Achieving high dynamic performance, however, proves to beary  application of field oriented current control with OPPs is
difficult in a system operated by OPPs. _ _ typically limited to grid-connected setups, where the agiag
Ste'gdt?_':tgép‘;rér‘?(’)errﬁ;%%‘ésifaor%e;go\?vimatth‘éoyebr';?zstpgyoanhTé' range is relatively small. When the goal is to use this method
of trajectory tracking control. A constrained optimal control in appllcatlonS_WIth W'de.ly varying opera_tlng points, adhe
control (MPC), is formulated and solved. Results show that loop is tuned to be very slow, such that its operation does not
the combination of MPC with OPPs satisfies both the strict interfere with the optimal volt-second balance of the OPPs.

steady-state as well as the dynamic performance requiremé However, such a tuning significantly decreases the dynamic
imposed by the most demanding industrial applications. Tts performance of the drive

is achieved without resorting to complicated structures saoh . . .
as observers of the state variable fundamental componentsfo AS an improvement to FOC with OPPsyrrent trajectory

the electrical machine, which are required by state-of-theart tracking was proposed in [4]. This method derives the ogtima
methods. A further advantage of the MPC method is the use of steady-state stator current trajectory from the pulseepain
afrecgdl?g horizon policy to provide feedback and a high degre  yse. The actual stator current space vector is forced towoll
° Irgdg; 'rllgrsn?s—AC drive, optimized pulse pattern, pulse width th'$ target trajectory. A disadvantage is that the s_tatm_retm
modulation, trajectory tracking control, model predictiv e control ~ {rajectory depends on the parameters of the electrical mach
specifically on the total leakage inductance [5]. Changuagl|
conditions have also been found to influence the stator urre
trajectory.
A further improvement can be made by tracking gtator
Medium-voltage ac drives are operated at low switchinix trajectory[6], which is insensitive to parameter variations
frequencies to minimize the switching losses of the powand is thus better suited for tracking control. By contraglthe
semiconductors in the inverter. However, lowering the eiwit stator flux space vector to coincide with its optimal tragegt
ing frequency typically increases the harmonic distogiofi harmonic excursions are avoided that might appear when the
the stator currents, resulting in high harmonic losses & tleperating point changes. The method is however complex, as i
electrical machine. One solution is to employ offline cadtetl requires an observer to identify the instantaneous fundéahe
pulse patterns in the inverter's modulator that minimize thcomponents of the stator current and flux linkage vectors [7]
current harmonics for a given switching frequency. These signals are not readily available when using OPPs [5],
Traditionally, however, it has only been possible to us@nce the harmonic current is not zero at the sampling itstan
such optimized pulse patterns (OPPs) in a modulator drivég & result, the fundamental machine quantities cannot be
by a very slow control loop. This leads to a poor dynamidirectly sampled when using OPPs. This makes the design
performance and to harmonic excursions of the stator ctsreff the closed-loop controller difficult, because these aign
when the operating point is changed or when transitio@ée required to achieve flux and torque control. For this
between different pulse patterns occur. reason, existing control schemes, such as [4], [8], empioy a
This paper describes a novel control and modulation str@Pserver to derive the instantaneous fundamental curreht a
egy, based on OPPs, that enables very fast response tiftés linkage values separately from the respective harmonic
during transients, a fast rejection of disturbances, andaaly guantities.
optimal ratio of harmonic current distortion per switching

|. INTRODUCTION

frequency at steady-state operation. These OPPs are cednput4* YA YA VAN
in an offline procedure by calculating the switching angles L
over a quarter fundamental period for all possible opegatin TN VA A NN ANNN
points [1], [2]. Typically, the objective is to minimize the AL 1T o
harmonic current distortion for a given switching frequgnc ~ VacN l N+ B N {
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Fig. 2: Optimal pulse pattern with = 5 primary switching angles for a three-level inverter. Theethphase switching sequence and the stator flux trajectory
correspond to the modulation index = 0.48. The primary switching angles are indicated by (black)lesc

For reliability, simplicity of implementation and dynamicreal time by approximation. It is also shown that a further
performance reasons, the following three aims are targetsinplification yields the deadbeat (DB) trajectory corieol
First, it is desirable to perform trajectory tracking catof proposed in [6], which thus constitutes a special case of the
the stator flux vector without the need of a complex obsevermore general) MPC controller introduced in this paper.
track the fundamental component of the stator flux or current
in real-time. This is one of the advantages of the concept Il. DRIVE SYSTEM CASE STUDY
introduced in this paper. Second, the controller shoulcehav Throughout this paper, we will use normalized quantities.
reduced sensitivity to parameter variations and measuremgl| variables ¢,,. = [£, & &7 in the three-phase system
noise. Third, fast dynamic control is to be achieved whilgibc) are transformed t&,; = [. &3] in the stationary
performing the minimum possible modification of the offlin@rthogonala coordinates through,,; = P £, with
calculated pulse pattern sequences. These three obgeatiee

achieved by the controller proposed in this paper. The istato 1 1 1 0

flux trajectory controller is generalized, by formulatirnigas a P 2|1 _ﬁi _\% . pl= 1 @ L@
constrained optimal control problem with a receding harmizo 310 %5 =% 1 3

policy, i.e. as model predictive control (MPC) [9]-[11]. 2 T2

Specifically, a prediction horizon of finite length in timep—! genotes the pseudo-inverse Bf

is used and the switching instants of the pulse pattern areas an jllustrative example of a medium-voltage variable
shifted such that a stator flux error is corrected within thigneed drive system consider a three-level neutral pointyéal
horizon. From the end of the horizon onwards, steady-stgigpC) voltage source inverter (VSI) driving an induction
operation is assumed. The underlying optimization problefachine (IM), as depicted in Fig. 1. The total dc-link vokag
is solved in real-time, yielding a sequence of optimal aointry, - over the two dc-link capacitor§ly. is assumed to be
actions over the horizon. Only the first control action oBthicgnstant.

sequence is applied to the drive system, in accordanceéth t | et the integer variables,, u;, u. € {—1,0,1} denote the
so-called receding horizon policy. At the next samplindan$,  switch positions in each phase leg, where the valugsy, 1

the control sequence is recomputed over a shifted horihos, t correspond to the phase voItage%, 0, % respectively. The
providing feedback and robustness to model inaccuracies afyyal voltage applied to the machine terminals is given by
long horizon also renders the controller less susceptible ’JQB — 0.5Vie P tgpe With 1w = ugp, = 7.

; . . | OHSU = [ug up u
measurement noise. The receding horizon policy is illtstra ¢ ‘
in Fig. 3. I1l. OPTIMIZED PULSE PATTERNS

In this case, the underlying optimization problem congtu A, Offline Computation

a quadratic program (QP), which can be solved efficiently in When computing OPPs, a single-phase pulse pattern is

/ typically considered and quarter-wave symmetry is imposed
The pulse patterns of the phasesb and ¢ are obtained by
shifting the single-phase pattern by 0, 120 and 240 degrees,
0 T 1, \ respectively. As a result, the three-phase pulse patteen ov
k41 € Re-optimize——»{ Steady-state pulse paue},\. .. 360 degrees is fully cha}racterized by the single-phasenmatt
over 90 degrees, see Fig. 2(a).

k| Re-optimize——{ Steady-state pulse pattern /

0 T, 1 .
— L To compute the single-phase OPP over 90 degrees, the
k+2  [§— Re-optimize——») Steady-state pulse pattgrn number of primary switching angles (the pulse numbér)
0 T, . T, 4 needs to be selected. An objective function is chosen for

the optimization—a common selection is the weighted sum
Fig. 3: lllustration of the receding horizon policy. The gelpattern is re- of the_ squared_ differential-mode VOItage hafmon'c_s, whigch
optimized over the prediction horizoff,,, but only the pattern over the effectively equivalent to the total harmonic distortionHD)
sampling intervall’s is applied to the drive of the current. For every value of the modulation index,
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. ) ) Fig. 5: Delaying the negative switching transitidxu, = —1 in phasea by
Fig. 4. Boundary control problem formulated over the hanizb,. The A, with regards to the nominal switching tinig, increases the stator flux
transient pulse pattern drives the stator flux veafor from time to to &1 component in this phase 5Vye(—Aua)Atq
and links the switch positions

this objective function is minimized by optimizing over théh€ terminal stator fluxy () and leads to the terminal switch
switching angles. This leads to a set of switching angles adgsitionu(ty). In this boundary control problemy(t) and
function of the modulation index, characterizing the OPP &&:(fo) are the initial conditions, whileu(t,) and,(t1) are
shown in Fig. 2(b). For more details on the computation &€cordingly the terminal conditions.

OPPs for multi-level inverters, see for example [12]. The requirements for the transient pulse pattern include
_ the following: First, the transient pattern is required te b
B. Stator Flux Trajectory optimal in the sense that it minimizes the current and/aguer

Consider an electrical machine connected to the inverfBriD. It is also conceivable that the pulse pattern minimizes
terminals and neglect the machine’s stator resistance. Tthe switching losses of the power converter switches, g/g. b
steady-state stator flux trajectory in stationary coordisa penalizing commutation angles that occur at high currents.
which corresponds to the OPP in use, is obtained by intemyatiNext, excessive excursions of the stator flux and thus of
the switched voltage sequeneg; over time. Specifically, the the stator currents are to be avoided to prevent over-clurren

stator flux vectonp, =[5, 1sp]7 at timet is given by conditions. Finally, the torque and the stator flux magrétud
. are to be controlled around their references—at steadg-sta
b.() = 1,(0) + ﬂ/ Py (7)dr @) operating conditions as well as during transients.
S S 2 o aoc

An example steady-state stator flux trajectory in statiy)naﬁ' Principle of Model Predictive Pulse Pattern Control
coordinates is shown in Fig. 2(c) over 90 degrees. The agerag The above stated control problem can be formulated as a
amplitude of the stator flux trajectory is one, yet it is olmso constrained optimal control problem with a so-called réngd
from Fig. 2(c) that the instantaneous amplitude of the stathorizon policy or, equivalently, as a model predictive coht
flux oscillates. The instantaneous angle of the stator fletore (MPC) problem [11]. The key idea is to associate the pre-
also oscillates around its nominal value. This ripple is thdiction horizon with the time interval}, = ¢; — ¢y, and to
result of variations in the instantaneous angular speeth®f tdrive the stator flux vector over this horizon to its desired
stator flux vector, which necessarily arise when applyinkvo position, thus correcting the stator flux error. From the end
age vectors of different and discrete magnitudes. The e®ppbf the horizon onwards, steady-state operation is assumed.
on the magnitude and angle of the stator flux vector dictaparticular, the controlleassumeghat from¢; onwards the
the discrete frequency spectrum of the current harmonics. original, i.e. thesteady-statgulse pattern, will be applied. It
is crucial to note, however, that due to the receding horizon

IV."MODEL PREDICTIVE PULS'_E PATTERN CONTROL olicy highlighted in the introduction and in Fig. 3, thegzmig-

Closed-loop control of an electrical machine based on OF’_%&te OPP willneverbe applied. Instead, at every time-step,
can be achieved by controlling the stator flux vector alosg ithe first part of the modified OPP, i.e. the pattern over the
reference trajectory. The magnitude of the stator fluxétaly  sampling intervall’,, will be applied to the drive system.
determines the magnetization current of the machine, vt/Ihnie_ Under steady-state operating conditions, the stator fltor er
angle between the stator and the rotor flux vectors detesming gmall, typically amounting to one to two percent of the
the electromagnetic torque. . nominal flux magnitude. Therefore, only small correctiofis o

The flux error vector is the vector difference between thge switching instants are required to remove the flux error
reference flux trajectory and the actual trajectory of th@ost oyer the horizon. As a result, the steady-state OPP can loe use
qux of the machine. Even at steady_—stat_e_, this flux errororectys 3 paseline pattern while deriving the transient pulsepat
is generally non-zero due to non-idealities of the reallhorThjs greatly simplifies the control problem at hand, since re
drive system. These non-idealities include fluctuationshin optimizing the OPP around its optimum is significantly less
dc-link voltage, the presence of the stator resistancdeots!  computationally demanding than computing an entirely new
in (2), and non-|qleal|t|es (_)f the power inverter, such asddegyansient pulse pattern from scratch.
time effects. During transient operation, the flux errorteec  the control objective is then to regulate the stator flux eect
is an accurate mapping of the change in the operating poinfisng its given reference trajectory in stationary cocats,

A. Stator Flux Control Problem by modifying the switching instants of the OPP within the

The stator flux control problem can be interpreted as haor|zon as little as possible. As an example, consider phase

boundary control problem, as illustrated in Fig. 4. Staytina' According to (2), shifting the switching transition by the

at time ¢, with the switch positionu(ty) and the stator flux scalar timeAt, changes the phasestator flux by
1, (to), atransientpulse pattern over the time-interva), is Ve
to be derived. This pulse pattern drives the stator flux retoto Atpsa(Ata) = == Aug Aty 3)
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Fig. 6: Block diagram of the model predictive pulse patteontmol (MP3C) scheme

where, Au, = uq(th) — uq(ti — dt) denotes the switching and rotor frequencies of the machine argandw,, respec-
transition in phase:, with Au, € {—1,1}. The nominal tively. The algorithm comprises the following six steps,igth
switching time is given by anddt is an infinitesimally small are executed at the time-instalit.

time step. All variables are given in per unit. Step 1. Estimate the stator and rotor flux vectors in the
An example is shown in Fig. 5. Delaying the negativetationary reference frame. This yielgs = [¢s, 1s5]7 and
switching transitionAu, = —1 by At, increases the volt- 1, = [, ¥.5]T. Let L3 denote the angular position of a

seconds and thus the stator flux in this phase. Advancing thex vector and|¢| its magnitude.

switching event has the opposite effect, i.e. it decreases t Compensate for the delay introduced by the controller

flux amplitude in the direction of phase The same holds for computation time by rotating the estimated stator and rotor

phased andc. flux vectors byw, T forward in time, i.e L, = L1, +wTs
Compensation of the flux error vector in real time bynd accordingly for the rotor flux.

modifying the switching instants of the OPP, results in fast Step 2.Compute the reference of the stator flux veatdr.

closed-loop control. We refer to this control concept as ehodRecall that the electromagnetic torqé produced by the

predictive pulse pattern control (ME). machine can be written &, = k.|v,||v,|sin(y), where
k., is the rotor coupling factor, and is the angle between the
C. Optimality stator and the rotor flux vectors. When the machine is fully

L . . .___magnetized, the magnitude of the reference flux vector islequ
It is important to point out that, as indicated above, optima, 1pu. Then, for a given value of the rotor flux magnitude

ity, i.e. minimal current THD, is achieved when the refemnc, 5 given torque reference, the desired angle between the
stator flux trajectory is accurately tracked. Optimalitythisis stator and rotor flux vectors is

defined in terms of the reference flux trajectory rather thman i .
terms of the steady-state voltage waveform. These two terms A% =sin~! ( Tc ) ) (4)
coincide only at steady-state under ideal conditions. ®glity krlab,|

can also be achieved for quasi steady-state conditions, byrhe reference flux vector is then obtained by integrating
ensuring that the reference flux trajectory is closely teack the chosen nominal three-phase pulse pattern; the referenc
During large transients, when major torque steps are appligngle <4 +~* constitutes the upper limit of the integral. The
or when switching between different pulse patterns, th®sta egylting instantaneous reference flux vector has, in gérer
flux error tends to be large and significant corrections of t agnitude and angle that slightly differ from their respet
switching instants are mandatory. As a result, the trabsigRyyes on the unitary circle, Fig. 7. The vector diagram is th
pulse pattern obtained by re-optimizing around the exstifigure provides a graphical summary of the derivation of the
OPP might be suboptimal. However, the notion of harmonjgterence flux vector.
distortion, which is based on the frequency analysis, is notstep 3 Compute the stator flux error, which is the difference

meaningful during such transients. Therefore, rather thggyyveen the reference and the estimated stator flux vector
focusing on a minimal current THD, during transients the

controller aims at achieving a very fast dynamic response by Vs enr = Pr—p,. (5)
rapidly tracking the new stator flux reference trajectory.

It is evident that this error can be directly calculated—tmexi
. the fundamental component nor the harmonic content of the
D. Proposed MPC Algorithm stator flux need to be estimated for this.

The proposed M¥C algorithm is shown in the block Step 4.This step comprises the actual pulse pattern con-
diagram in Fig. 6. It operates in the discrete time domain amaller. The MPC control problem can be formulated as an
is activated at equally spaced time-instahis, with £ € N optimization problem with a quadratic objective functiamda
being the discrete time-step arid denoting the sampling linear constraints, a so called quadratic program (QP).olhe
interval. The control problem is formulated and solved ifective function penalizes both the uncorrected flux ertbe (
stationary orthogonal coordinates. The angular eledtstedor controlled variable) and the changes of the switching imsta
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Fig. 7: Actual stator flux vectotp , rotor flux vector,., reference flux vector Fig. 8: Model predictive pulse pattern control (RIE) problem for a three-
3 and stator flux erroup o, in the stationary coordinates phase three-level pulse pattern. Six switching transstfaii within the horizon
T, which is of fixed length. The lower and upper bounds for thenimal
. . . . . switching instants are depicted by arrows
(the manipulated variable), using the weight Constraints
on the switching instants ensure that the correct sequence Ssitions. The switching commands are sent to the gate units
switching transitions is kept and that transitions are noved P : 9 9

into the past. Specifically, the QP is formulated as of the s_emlconductor switches in the inverter. . - .
To reiterate, even though a sequence of switch positions is

min (|9 er — ¥ con(At)|° + gAtT At) (6a) Pplanned over a long prediction horizon, only the switching
At sequence over the sampling interval is executed. The predic
J(At) tions are recomputed at the next sampling interval using new
SUETs <tq1 <te <...<kTy+1T, (6b) measurements; a shifted—and if necessary revised—segjuenc
kT, <ty <ty <...<kTs+T, (6c) Of switch positions is derived. This is referred to as the

receding horizon policy, see Fig. 3, which provides fee#tbac
FTs St Step <o S KT + T (6d)  and makes MEC robust to the flux estimation errors and

Again, 1, ., is the stator flux error in stationary coordinate§0n-idealities mentioned earlier. Longer horizons reditinee

(@B), . con(At) is the correction of the stator flux, andcontroller sensitivity to flux estimation errors. As a resul

v [X;OT Atys...Abyr ... Abor ... |7 denotes the vector the steady-state current distortions tend to be lower, when
= a a2 - c At

of switching instant corrections. For phase for example, compared with an overly aggressive controller, i.e. a aler
the correction of the-th transition time is given by\fy; — that operates with a very short prediction horizon and do¢s n

tai — -, wheret*, denotes the nominal switching instanP€nalize the corrective action & 0).

OAf the %l-’th tt*rﬂansitior;éuﬁi Agtahirzi,t ttr;g latter i?_ qltefir_led”asE_ Outer Control Loops
srggil Erﬁg(s%)p_ talta; —dt) Wi eing an INiNtesIMaly rye inner MBC control loop described above is augmented
’ P ; " by two outer control loops, as shown in Fig. 6. The first loop
The stator flux correction is obtained by rewriting (3) regulates the torque by adjusting the reference angle eetwe
S Augi Aty the stator and the rotor flux vectors. The second loop reggilat
b (At) = _V_ch S AupiAty; | @) the stator flux magnitude by adjusting the modulation index.

seon 2 A l—At ’ The slow stator flux controller uses information from thednn

2 Auciltei loop of MPC to adjust the modulation index—specifically, the

The switching instants cannot be modified arbitrarily—theyolt-second correction or the effective modulation index.

are constralned_by th(_a current time-instarf; as well as V. COMPUTATIONAL ASPECTS
by the neighboring switching transitions in the same phase. .
Fig. 8 provides an example to illustrate this. The first siitig A+ Active Set Method to Solve the QP
transition in phaseé, for example, is constrained to lie between The QP formulated in Step 4 can be solved efficiently
kT, and the nominal switching instant of the second transitidsy adopting the so called active set method for quadratic
in phaseb. The second switching transition in phakean programming. This is a standard approach to solve QPs of
only be delayed up to the nominal switching instant of themall to medium scale. The active set method is described in
third transition in the same phase. Note that the transtion detail in [13, Sect. 16.4].
a given phase are modified independently from those in theWe start by computing the unconstrained solution, i.e.
other phases. we minimize (6a), while neglecting the timing constraints
Step 5.Remove switching transitions from the QP that wil(6b)—(6d). We also recall that the step size of all switching
occur within the sampling interval. This can be accomplishéransitions ist1, i.e. |Au,;| = 1, and accordingly for phases
by updating a pointer to the look-up table that stores tlieandc. It is obvious that the resulting modifications of the
switching angles of the OPP and the respective three-phasétching instants are the same per phase. We can thus define
potential values. 0g = %%Atm for phasea, with ¢, denoting the scaled volt-
Step 6.Derive the switching commands over the samplingecond modification for the phasetransitions. Further, let
interval, i.e. the switching instants and the associateitcbw n, denote the number of switching transitions in phagbat
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occur within the horizon. The variables for phaseandc are  modified is not penalized. The horizon is kept as short as
defined accordingly. possible. Specifically, the horizon is redefined as the minm
The per-phase variables defined above can be aggregatetite interval starting at the current time instant such that
the three-phase vectods= |9, &, 6.]7 andn = [n, ny n.]7. least two phases exhibit switching transitions. This letus
As an example for the latter, refer to Fig. 8, which corregfsona pulse pattern controller with DB characteristic. The ooint

ton=1[23 1], algorithm is computationally and conceptually very simple
Introducing the constant = 3¢/ (3 %¢)2, we can rewrite/ summarized in the following.
in (6a) as Step 1. Determine the two phases that have the next

B 5 5 5 5 scheduled switching transitions. We refer to those asittiee
J(8) = [ e — ¥ con(0)° + 20(nady +nud +ncdz) (8) phases, which are always pairs, i@, bc or ac. This also
_ T ; yields the length of the horizdf,, which is of variable length
;re(ljdgt)heasuqutf:’(c)or;égéined rif:ﬁmam Setting V7(9) to zero for the DB controller. Determine all switching transitions
within the horizon. In Fig. 8, for example, phasesand b

d=—-M"'P 'y . (9) have the next switching transitions and are thus the active
, ' phases. Their nominal switching instants &g ¢;, andt;;
with The horizon thus spans the time interval frém to ¢, .
nato  —m M Step 2.Translate the flux error from to abc, by mapping
M= | —n, 2m+o —ne |- (10) it into the two active phases. The flux error of the third phase
—Ng —ny  2n.+op is zero. For the example above, Wlth the active phasesd

b, the mapping is given by, ;. P_ 1, o With
The expressiomM ~'P~! can be derived algebraically and PPINg 15 9 Weaean =Py Ysen

does not need to be computed in real time. 3
The tailored active set method to solve the QP (6) involves 1 2 2
several iterations of the following three steps. P, =10 V3. (11)
Step 1.Compute the number of switching transitionsor 0 0
each phase that fall within the horizon.
Step 2. Neglect the timing constraints and compute the Step 3.Compute the required modification of the switching
unconstrained volt-second correctiodisper phase. Convertinstants inabc, given by Atreq = ¥, ape e/ (Vac/2)-

these into unconstrained switching instants, taking tge sf Step 4. Go through all switching transitions of the first
the switching transition into account For th¢h transition in - active phaser, with z € {a,b,c}. For thei-th switching

phaseu, this impliest,; = t}; +3V2dc transition in this phase with the nominal switching instant

defined accordingly. t*, and the switching transitiolu,;, perform the following
Step 3.Impose the timing constraints (6b)—(6d) by detereperat|ons

mining the switching instants that violate one or more of the _ Compute in a DB fashion the desired modification

constraints (the so-called active constraints). For thiveac Atyi = Aty req/(—Aus)

constraints, perform the following operations: limit thecon- . Moméify thezg\e/(\q/itchingzi;tstant td., — t*. 1+ AL,

strained switching instants by imposing the constraintis T . Consfraint,; by imposing the rzespeétlive coznzetraints on

yields the final solution for these switching instants. Reeno the switchiﬁg instant

these switching instants and their associated switcheugstr « Update the phase co.mponent of the required switching

tions from the optimization probler_n and redue@ccordingly. instant modification, by replacing.t, req With Aty req—
Finally, compute the flux correction that results from these (toi — 15.)(—Atigy). ' '
Xt ] Tt

modified switching instants and update the remaining (as yet

V3

w

uncorrected) flux error accordingly. Repeat the above procedure for the second active phase.
lterate over Steps 2 and 3 again until the solution remainsNote that, only in cases in which the constraints are not
unchanged. In general, two iterations suffice. active,t,; —t;,; equals the desired modificatidx,;. Since the

This procedure is computationally simple. Most importgntl DB controller aims at removing the stator flux error as qujickl
the computational complexity is effectively independefit &s possible and since corrections in the switching instaréts
the number of considered switching transitions and thus @t penalized, the DB controller tends to be very fast and
the length of the horizon. Specifically, the dimension of thaggressive. Yet, there is no guarantee that the flux error is
matrix M ' P~ is always 3x2. Since the offline computedully removed within the horizon, since the constraints be t
OPP always has switching transitions of step-size one, tBitching instants have to be respected.
above outlined active set method yields the same resulteas th

QP formulation (6). Small differences would occur, if some | Induction | Voltage 3300V rs  0.0108 pu
transitions had step-sizes greater than one. motor Current 356 A r-  0.0091pu
For the rest of the paper we will refer to the method outlined Real power 1.587MW | ;5  0.1493pu
in the present section approximate QRsolution. The method éfezégzgif"""er 560.35 MVA| @1, g'éigg zz
H H Tm .
of Step 4 of Sect. IV-D will simply be referred to &3P. Rotational speed 596 rpm
B. MP3C based on Deadbeat Control Inverter Ve 1.930pu
ZTe 11.769 pu

Another alternative is to set the weightin (6a) to zero.
As a result, the degree by which the switching instants are TABLE I: Rated values (left) and parameters (right) of thevelr
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Fig. 9: Space vector modulation (SVM) at nominal speed aticdtdtque with the carrier frequency. = 450 Hz. The modulation index isn = 0.82. The
stator currents and the switch positions are shown versusrtte-axis in ms, while the stator current spectrum is degiversus the frequency axis in Hz.
All quantities are given in pu
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Fig. 10: Model predictive pulse pattern control (MB) with the pulse numbei = 5. The operating point, the switching frequency, the plots #reir scaling
are the same as in Fig. 9 to facilitate a direct comparison

VI. PERFORMANCEEVALUATION

Control  Control fsw  Istip Tetwp || Is,tHo Te,THD
As a case study, consider a three-level NPC voltage soufcecheme setting [Hz]  [%)] (%] [%0] [%]
inverter driving an induction machine with a constant mecha[ pwM  f. = 250Hz || 150 16.1 _ 11.0 || 100 100
ical load, as shown in Fig. 1. 8.3kV and 50 Hz squirrel- | SVM  f.=250Hz || 150 155  9.83 || 96.8  89.6
cage induction machine rated aMVA with a total leakage | MP?C d=3 150 736  6.62 || 459  60.3

inductance of 0.25pu is used as an example of a typidaPwm f.=450Hz || 250 7.94 579 || 100 100
medium-voltage induction machine. The dc-link voltage is SYM  fc =450Hz | 250 7.71 535 | 971 924

Vae = 5.2kV and the modulation index (as defined in [5])l MP’C_d=5 250 413 341 || 520 589

is m = 0.82 for all cases. The detailed parameters of PWM f.=750Hz [ 400 4.68  3.41 | 100 100

the machine and the inverter are summarized in Table I.SV';/I fe=T750Hz | 400 452  3.06 || 96.6  89.7

The per unit system is established using the base quantitigdP’C d=38 400 363 288 || 776 845

VB = 2/3Viaa = 2694V, Ip = V2I = 503.5A and  TaBLE I Comparison of MBC with PWM and SVM in terms of the

fB = frat = 50 Hz. switching frequencyfsw, the current THDI; tp and the torque THI, THp.
The center section shows absolute values, while the vatuieiright section

A. Steady-State Operating Conditions are relative, using PWM as a baseline. The pulse number eéndiy d and

. . . _the carrier frequency by.. In all cases the modulation index s = 0.82
At nominal speed and rated torque, closed-loop simulations ¢

were run to evaluate the performance of MPunder steady-

state operating conditions. The key performance criteréa &st harmonic distortion. In accordance with common pragtis
the harmonic distortions of the current and torque for the reference signals are generated by adding a one sixth thi
given switching frequency. The simulated RP is based harmonic to the modulating reference signals to boost the
on the DB controller and OPPs with various pulse numbediferential-mode voltage. The SVM is obtained by adopting
calculated offline according to Sect. IlI-A. MB is compared the approach proposed in [14]: A common mode voltage,
with two commonly used modulation methods—carrier-bas&¢hich is of the min/max type plus a modulus operation, is
pulse width modulation (PWM) and space vector modulaticddded to the reference voltage.

(SVM). Specifically, a three-level regular sampled PWM is At steady-state, all three versions of P (QP, approxi-
implemented with two in phase triangular carriers, soezhll mate QP and DB) yield the same performance results shown
phase disposition (PD). It is generally accepted that foltimu in Table Il for the DB version. They effectively reproduce
level inverters, carrier-based PWM with PD results in the-lo the OPP performance, thus generating the minimum current
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Fig. 11: Model predictive pulse pattern control (R®) at 50% speed with steps in the torque reference. The temdéhe switch positions are shown versus
the time-axis in ms, while the stator currents are depiatethé stationary orthogonal coordinates. All quantities given in pu

and torque THDs. This method is conceptually applicable te typically achieved only by deadbeat control schemes and
the whole speed range. However, for higher pulse numbed#ect torque control, while the latter is in the realm of pre
the difference between SVM and OPPs becomes smaller aadculated optimized pulse patterns. The proposed cdatyol
smaller. Thus for low-speed operation, the advantage ofSORRP3C, achieves both objectives, by adopting the principles
over SVM is minor and the memory required to hold the OP®f constrained optimal control and receding horizon policy
increases, making SVM the preferred choice. This is clearlshis method inherently provides robustness, while respgct
shown in Table Il in that the M values come closer to thethe optimal volt-second balance of the OPPs under quasi
PWM results as the switching frequency increases—althougieady-state and dynamic conditions. The result are vesty fa
MP3C is still considerably better than both PWM methodsurrent and torque responses during transients and very low
over the range displayed. It can also be noted that the THiArmonic distortion levels per switching frequency at dyea
performances for the two PWM methods is quite similar. state operating conditions.
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