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Abstract—Model Predictive Direct Torque Control (MPDTC) components in the inverter, a pulse width or space vector
is a recent computational control methodology that combines modulator is not required. This however also implies a \deia
the merits of Model Predictive Control (MPC) with the ones switching frequency, which is intrinsically connected lwihe

of Direct Torque Control (DTC). Specifically, with respect to . . . .
standard DTC, the converter's switching frequency and/or losse  Width of the hysteresis bounds being used — more stringent

are considerably reduced, while at the same time the Total bounds correspond to a higher switching frequency and vice
Harmonic Distortion (THD) levels of the phase currents and versa. It is usually desirable to minimize the average $itg

the torque are improved. Moreover, DTC'’s favorable dynamic frequency of the inverter, since this represents a rougrsurea
and robustness properties are preserved. This paper present o jis switching losses and therefore of its energetic and

MPDTC scheme for a permanent magnet synchronous motor . t but i | DTC in itself t directl
that achieves long prediction horizons in the range of up to economic cost, but In genera In itseff cannot directly

150 time-steps through the use of extrapolation and bounds. A regulate or minimize the switching frequency and it might
discrete-time internal controller model of the drive system is furthermore feature a relatively significant ripple on therent
derived from the physical equations. Simulation results for a and torque.
three-level voltage source inverter indicate that such an MPDTC To obviate these shortcomings different approaches have
scheme,_ compared_ to an industry standard qont_roller, is capable b din the li f . | drivids
of reducing the switching losses and the switching frequency by | een r_eporte In the literature, focusing mOSty_ on drives w
up to 50%, and the torque THD by 25%, while leaving the induction motors, as these represent the electrical motost
current THD unchanged. commonly employed in industrial applications [8], [9]. Hee

Index Terms—Model predictive control, direct torque control,  gpproaches seek to ameliorate the design procedure of the
permanent magnet synchronous machine, medium-voltage drive switching table by improving the achievable trade-off betw

the switching frequency and the torque and flux ripple, by

|. INTRODUCTION reducing the average inverter switching frequency for @giv
One of the classical methods for controlling electricdPraue and flux ripple. The aforementioned methods however,

motors is Direct Torque Control (DTC), initially introdute 2/though apt at being applied for two-level inverters, aoé n

in [1] for induction motors [2], [3] and successively alsa fo€aSily extendable to multi-level inverters [10].
Z;}The recent past has witnessed the formulation of a number

other configurations [4] such as synchronous machines [5], o
especially in the case of the permanent magnet type [6], [ " Model Predictive Control (MPC) based schemes for motor

The key notion behind DTC is to directly steer the stator flud'ves, partly as originally outlined in [11] and as preseht

vector by applying the appropriate voltage vector to theosta for example in [12], where the Iat.t(_ar actually refers to a-syn
windings. This is done by using a pre-designed switchirfdfonous motor setup. More specifically for permanent magne

table to directly update the inverter's discrete switchipmss (PM) motors MPC methods have also been presented featuring
whenever the variables to be controlled, the electromagne?©th modulation and DTC approaches. Examples of the former

torque and the stator flux, exceed the hysteresis boundadrolficlude [13], where the resulting continuous variable jeob
their references. The switching table is derived on thesha& tackled via an explicit solution approach, and [14], veher

of the desired performance specifications on the controll@gPredictive scheme for operation in overmodulation is used
variables, which, in the case of a three-level inverterp ald0 account and compensate for current distortions. Amoag th

include the balancing of the inverter's neutral point ptin 1atter one has [15], [16] where a current control scheme was
around zero. developed and experimentally evaluated against a cldssica

The success of DTC is closely associated with the pée1C approach, and although the resuliing comparison is
formance advantages it brings with respect to the rapid afﬁyorable the issue of switching frequency reduction is not
precise dynamic torque response. Furthermore, since e lodirectly addressed.

up table directly sets the switch positions of the semicetmtu 't Was specifically in relation to switching frequency is-
sues that a novel model predictive control approach to the
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three distinct voltage level§¥e, 0, — %}, whereVy. denotes

the total dc-link voltage. The inverter's phase switch poss
Ug = +1 , can be described through the integer variablgs wuy, wu.
—\ lsa € {1,0,—1}, where{1,0, —1} respectively correspond to the
on w=-1] iy | PMSM voltages{ &, 0, — %}, The vector of inverter switch positions
a2 ] \ can be written as

+
o
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Ue =0 Uape = [Ug up )T € {—1,0,1}3. 1)

— Vac
2

For a three-level voltage source inverter, the neutral tpoin
Fig. 1: Equivalent representation of a three-phase tieeetivoltage source potential v,, deserves particular attention. According to [17]
inverter driving a permanent magnet synchronous motor the continuous-time behavior of the neutral point potérisia

determined by
that the design procedure can be readily extended to other )

topologies. The initial MPDTC algorithm is available in two%“» _— _ _*
forms with switching horizons of one or two steps [17], [18]. 4t 2.
Linear and quadratic extrapolation is used to achieve pred)

tion horizons in the range of a couple of dozen steps. MPD
was generalized in [19] allowing for an extended switchin

(0= fualyisa + (1= iy + (1 = uelise )
(2)

ereig,, i, 15 are the phase stator currents andis the

value of one of the two identical capacitors constituting th

horizon, which is composed of multiple hinges (groups 0§c—l|nk. By considering that,, + s +sc = 0 it can be easily

switch transitions) linked by several extrapolation oregsion erived that dv,, 1 .

segments. Moreover, the switching losses can be captured in T T%(|Uabc| is,abe) (3)
the controller’s objective function and thus directly nmrized.

The benefit of these two concepts is a further decreaseWRere |uane| = [|ua||us||ucl]” denotes the componentwise

the switching losses. MPDTC's associated implementatigfpsolute value of the inverter switch positions ands,. =
complexity is within reach of existing controller hardwarelisa isb isc]” -
as the experimental results presented in [20] confirm. It isAdditional constraints on the admissible switch transisio
specifically in view of these advantageous features in terrdgpear in conjunction with the design of the inverter, ngmel
of performance, flexibility and technological viabilityahthe the installation of only oneli/d¢ snubber in the upper and
same MPC approach has been investigated for and applied® lower inverter half, respectively. Specifically, eadtage
the PM synchronous motor drive, as featured herein. leg can switch only by at most one step, at most two phase
The present paper is structured as follows: Section |l d&gs can switch at the same time and if so, switching needs to
scribes the physical drive system and the employed formalisoccur in the opposite halves of the inverter. For examptenfr
while the associated control problem and MPC concept diel 1]”, switching is only admissible t® 1 1]7, [1 0 1]" or
briefly resumed in Sections IlI-A and 1I-B. Section 11I-C[1 1 0]” (and not to any of the other 23 switch positions).
presents the control model employed for the prediction ef th Switching losses arise in the inverter when turning the
drive system’s behavior, and Section llI-D presents the- gesemiconductors on or off and commutating the phase current.
eralized MPDTC concept with its combination of switchingrhese losses depend on the applied voltage, the commutated
hinges and extrapolation segments. In Section IV simuiatiocurrent and the semiconductor characteristics. Consigeri
for steady state operation are presented and compared vitegrated Gate Commutated Thyristors (IGCT), with the GCT
those of an industry standard controller, and lastly casiohs being the semiconductor switch, the switch-on and switch-
are drawn in Section V. off losses can be well approximated to be linear in the dc-
link voltage and the phase current. For diodes, the reverse
Il. DRIVE SYSTEM recovery losses are again linear in the voltage, but noaline
All variables and parameters in this paper are normalizétithe commutated current. As shown in [19], [21], for a given
using the per unit (pu) system. Accordingly, we will use thinverter topology, the switching losses can be derived as a
normalized time scale¢ with one time unit corresponding function of the switching transition, the commutated phase
to 1/w, seconds, wherev, is the base angular velocity.current and its polarity.
Additionally, we will use{(t), t € R, to denote continuous-
time variables, anct(k), & € N, to denote discrete-time B. The dq0 Reference Frame
variables with the sampling intervdl, = 25 uus. Often, when  The dynamical equations of the PM synchronous motor are
the dependency of is apparent, we will simply writ& t0 conveniently expressed in an orthogonal coordinate system
simplify the exposition. rotating synchronously with the machine’s electrical field
Specifically, adq0 reference frame is used. The physical

A. The Three-Level Voltage Source Inverter T
) o three-phaseibe valuesé,,. = [€a & &|* are translated to
A schematic depiction of a three-phase three-level voltag{?q0 = [€4 & &) in the dq0 frame through

source inverter connected to a PM synchronous motor 1
presented in Fig. 1. At each phase, the inverter can yield the €aq0 = P(or) Eabe (4)
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where g, denotes the angle between thexis of the three- where the latter equation can be derived by solving (8} fay,
phase system and thkaxis of the reference frame. By align-and substituting it in (12). Note that due to the saliencyhef t
ing the d-axis with the motor’s rotor fluxy,. also corresponds machine, the torque is also a function of #theomponent of

to the rotor's angular position. The transformation matsx the stator flux, albeit to a small degree only. The magnitude
given by of the stator flux is obtained through

cos(ip,) cos(p, — %’2“ cos(pr + %;r) L V2, (14)
P(py) = 3 —sin(p,) —sin(p, — ?ﬂ) — sin(p, + ?ﬂ)

1 1 1 " Notice that both expressions are effectively nonlineacfioms
2 2 2 ®) of the flux vector components. The voltage equation (10)
along with (7)-(9) and (11) represent a standard dynamical
formulation of the synchronous motor, and alongside the
dt\/\’/hen modelling electrical machines, the 0-component icﬂverter equation (3), it constitutes the stgrting pointtlmé
Internal controller model to be developed in Section IlI-C.

is typically not required. For this, we introduce the ) S .
Sdqo ypically not req ' The motor dynamics can be distinguished into two groups
transformation matrixP(y) that features the first two rows . oo . .
with regards to their time constants. The mechanical pat, i

of P(i) only and yields the rotational speed dynamic, which is not shown here, i slo

The reference frame rotates with the angular spged w, =
de- wherew, is the rotor's angular speed.

€aq = [€a &7 = P(or)Eape - (6) as it evolves within a lapse of a few seconds, whereas the
stator flux exhibits considerably faster dynamics, which ca
C. The Permanent Magnet Synchronous Motor be manoeuvered by the applied inverter voltage in a matter of

A permanent magnet is mounted on the rotor of the syseveral microseconds.
chronous machine that yields the associated constant rii@gne

flux linkage per second Ill. CONTROL SCHEME

A. Control Problem and Objectives

Vraqg = [w”d] = VP""] ) (7 The control problem includes objectives regarding both the
Vrq 0 motor and the inverter. First and foremost for the motor, the
The stator flux linkage per second is given by electromechanical torqué, deIivereq at_ t_he .shaft must be
kept close to its referencE. s by maintaining it between the
Vs.dqg = Xs bs,dg + Ur.dg s (8) lower and upper limit value§, min and T, nax. The torque
reference is either directly set by the user or by an external
speed control loop. Secondly, in order to avert motor stitura
or demagnetization, the magnitude of the stator fluxmust
9  pe kept between the given boundls min and s max. The main
control objective relating to the inverter operation cetsi
In here,z;, denotes the stator leakage reactance,sgpgdand in minimizing the average switching frequency (and/or the
xm, are the direct and quadrature axis magnetizing reactancgsitching losses) on the inverter legs, and additionallypkeg
respectively. As well ag, 4,, the stator flux linkage’, 4, and the inverter’s neutral point potential, within the limitsv,, min
the stator current, 4, are vectors with corresponding and and v, max around zero.
g-components.
The voltage equation idq is

with the stator self reactance

Xs _ Zis + Tind 0

0 Zis + Tmgq

B. Model Predictive Control

The algorithmic concept of Model Predictive DTC
0 -1 " (10) (MPDTC) is based on the principles of constrained optimal
1 0| ¥ control, specifically Model Predictive Control (MPC). MPC
. i has been traditionally and successfully employed in a &arie
whereu; 4, is the stator voltage vector ify, andr, the stator ot jnqustrial applications and has more recently been tiecob
resistance. The former is the inverter voltage applied ® ¢ sydy and investigation in the fields of power electromiod

. d
Us,dg = Ts ls,dg T %@[}s,dq + wr

stator represented in thi reference frame. drives. This is directly related to the fact that it is a sysaic
[U , Vie - control method allowing one to deal with complex, multi-
Vsdg = | | = =P(¢r) tabe (11) variable systems subject to constraints by directly foating
Usq 2 a discrete-time control model of the plant. The desired robnt
The electromagnetic torque is given by objectives are replicated in an appropriately selected cos
function mirroring the order of importance of the imposed
Te = Ysdlsqg — Vsqlsd s (12) objectives. At each sampling instant the control action is

obtained by minimizing the cost function over a prediction
horizon subject to the equations and constraints of the mode
The first control input in the optimal input sequence is then
applied to the system and the procedure is repeated at the

or equivalently by
o 1 (xmd

e =
Tis + Timd

— Tmg 1/)sd + Q/er) ¢sq ’ (13)

s + LTmg
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successive sampling instant. Further details about MPC csampling interval we can rewrite the third expression in) (17
be found in [22]. as

Ts
C. Internal Controller Model @/ eFm(T=T) dr P, (KT, + w, Ts) tape(KTs) . (21)
0

For the formulation of the optimal control problem, a ) ]
discrete-time model of the drive system is needed to serve adl 2 last step, the integrals in (17) and (21) are solved to
internal controller model. The sampling periddis employed, obtain the discrete-time motor model in the compact form
with the discrete-time step corresponding to the time-instant v, 4, (k + 1) = A¢s aq(k) + By tr.aq
kTs. SinceTy is typically 25 us and the prediction horizon is N (22)
. X Vic
in the range of a few 100 steps, or equivalently a few ms, the + 5 B2 Plor(k) + wr Ts) wave(k)
rotor speed within the prediction interval can be assuméxtto
constant. Therefore, a dynamical equation describingdte r
speed evolution within the prediction interval is not reqdi

where we have usek rather thankT; to denote the sampling
instants, and introduced the matrices

and the rotor speed can be considered to be a parameter. To A = Fr—Fm)Ts (23a)
be precise, the rotor speed is a time-varying parameterein th _ ~1
controller model, implying that the model equations need to Br= _Z_:;”(F’“ B izl)T (2 = 4) (23b)
be updated as the rotor speed varies. By=F, (Ip—e ") (23¢)
Solving (8) forisq, and substituting it into the motor's \yith 7, being the two-dimensional identity matrix.
voltage equation (11) yields The evolution of the angular position can be trivially cap-
d tured via
&ws,dq(t) - (Fr - Fm) ws,dq(t) +Fn '(/)r,dq + 'Us,dq(t) (15) (pr(k: + 1) = Lpr(k) + w, Ty . (24)
with the matrices For the neutral point a less precise discretization method
. suffices — starting from (3) and using a forward Euler appnoac
o e 0 o wr] . (16) One obtains
0 msl}mq ’ —w, 0

 (tabe ) Vi are (BT, (25)
Due to the rotation of théq reference frame, the stator voltage 2z,
expressed in thelg frame, i.e.v, 44, iS time-varying even where the stator currenis ;. can be expressed as a function
whenu,,. remains constant. This is also the case during tlodé the motor fluxes and the angular position through
Zziasnggg%géexgld;?d will complicate the derivation of the isate(K) = Plor(k) X (Wy.ag(K) — Yrag) . (26)

The discrete-time linear motor model is obtained by intén this model the stator currents are only needed to compute
grating (15) fromt = kT, to t = (k + 1)1 which yields the evolution of the neutral point potential using (25) and

to derive the predicted switching losses according to Sec-

vp(k+1) =v,(k) +

f— (FT_FHl)TS . . . .y
Us,aq((k +1)Ts) = e Ws,dq (KT5) tion II-A. Since accuracy is for both not that critical onegtni
o T, oFrmFu) (=) g assume the stator currents to be constant within the piealict
"™ Jo T ¥Yr.dg horizon so as to reduce the computational burden associated

Vae [T ~ with the internal controller model.
+ 7/ eFr=Fn)(Ts=) P, (KT + 7)) uape(kTs + 7)d7.  Recapitulating the above, the internal controller moded ha
0 (17) the state vector

In the following, we focus on the third expression on the tigh (k) = [sa(k) Psq(K) or(K) un (k)] @7)
hand side of (17), which can be simplified using the followingind the output vector

three relations. Firstly, as the componentwise productéen

F,, and F, is zero, one can write y(k) = [To(k) Us(k) va (k)" (28)

o Fr=Fa)(Ts=7) _ Fr(To=7) o Fn(r=T5) (18) Using (13) and (14) the output vectgik) can be directly
written as a nonlinear function af(k).

D. Model Predictive Direct Torque Control

e T P(or (kT + 7)) = P(p,(KT5)) (19) Recall that the MPDTC objective is to minimize the switch-

ing frequency (or the switching losses) while keeping the

controlled variablegy, i.e. the torque, stator flux magnitude

oFr T P(@r(kTs)) _ p(%(kTS) +uw,Ty). (20) and neutral point potential, wi_thin _their given bounds. The
combination of a short sampling interval of usuaitp us

Using (18), (19) and (20), and recalling that the voltageamec and a switching frequency that is typically in the range

applied to the motor terminals remains constant within ored a few hundred Hertz for medium-voltage applications,

Secondly, sincep, (kTs + 7) = ¢, (k) + w, T, the relation

can be shown to hold. Moreover, it is straightforward toari
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requires very long prediction horizons of hundreds of time-
steps to capture the evolution of the switching frequency irret :

Te,ref

»| Minimization of
cost function

the controller’s objective function. To avoid the assacmiat 1

explosion in computational complexity due to the model’s Speed
switching characteristics, a short switching horizon iedis controller
in connection with a long prediction horizon. @=’
1) Original MPDTC Algorithm: In the original MPDTC

formulation described in [17], [18] and shown in Fig. 2, the Ys | opserver
switch positionu(k), i.e. the control input, is determined
at each sampling instarit7; as follows. Starting from the T
previously applied switch position(k — 1), the admissible _ o

inverter_swilching sequences are_enumerated over a sififit2, Sehenate of mode, medciue theet e conroPBrC) for o
switching horizon of lengthV,. The switching sequences can
be considered as a sequence of control actions over theotontr

horizon. By applying each switching sequence to the disere Wtihingfr}priz(jo? car;] be conﬁidefred as an althernativei.to a
time internal controller model a corresponding predictett o 1°"1zon of fixed length. Note that for MPDTC, the resulting

ut trajectoryfy(k + 1), ..., y(k + N.)] is obtained. predictio_n h_orizon]\_fp is of va_riable length. As_an example
P NextJ they[gc() callt)edcané/iéate svv)iltching sequences arefor a switching horizon, consider 'SSESE’, which stands for

determined. These are switching sequences that yield putp{itching at time-steps andk+1 and subsequently extending
trajectories that are either feasible at the end of the witcN€ trajectories until one or more output trajectory ceasée
ing horizon (the output variables lie within their respeeti feasible and/or pointing in the proper direction. Assumis th

bounds) or, if they are outside their bounds, progressivel#PPens at time-step-+ £ thus triggering the third switching

reduce the degree of the bound’s violation. To achieve eyent that is followed by another extension step. We use the

long prediction horizonV, the output trajectories referring to'@SK '€’ to add an optional extension leg to the switching
candidate trajectories are extrapolated in time and thebeamnorizon.

of time-steps is determined for which the output variables a USiNg 'eSSESE’ as an example, one candidate switching
kept within their bounds. sequence is depicted in Fig. 3 along with its corresponding

Linear extrapolation is computationally very cheap ang it PUtPUt trajectories. Starting at the present time-dtegiter an
this crucial aspect that renders the overall approacheiawgn (OPtional) extrapolation step 'e’, the phaseandc switch at
if the switching horizonN, is short. The cost associated witHiMme-Stepk +37, while at stepk + 38 phases switches. These
each switching sequence is computed by dividing the toltégr.lsmons constitute the first .two.swnchlng.events 'Ssthe
number of switch transitions in the sequence by the |engtﬁqr|zon. Note_ that these switching transitions cannot pccu
(number of time-steps) of the associated extrapolateédraj at the same time due to the_ snubbgr constraint. At time-step
tory. This yields a predicted short-term switching frequen * 49 the phases$ and ¢ switch again followed by another

An input with low cost, that is an input which requiresXtrapolation segment. _
few switch transitions and keeps the outputs feasible forAttime-stepk, the generalized MPDTC algorithm computes
a long interval, is intuitively a good choice in terms oft(k) according to the following procedure [19].
both the switching frequency and the resulting ripple, so 1) Initialize the root node with the current state vector
that minimizing this value is the criterion through whicketh z(k), the last switch positiom(k — 1) and the switching
optimal switching sequence is chosen. Out of this sequence, horizon. Push the root node onto the stack.
only the first element, the switch positiar{k), is applied to 2a) Take the top node with a non-empty switching horizon
the inverter. from the stack.

2) Generalized MPDTC Algorithm: As introduced in [19] 2b) Read out the first element. For 'S’, branch on all
the above formulation can be generalized by considering admissible switch transitions according to Section IlI-A.

\IJS-,rEF_

MPDTC

Prediction of

trajectories -
s

&) (optional)

longer switching horizons with multiple switching instarand For 'E’, extend the trajectories either by extrapolation as
extrapolation segments. Moreover, the switching lossasea detailed in [17] or by using the internal controller model
included in the controller model and directly minimizedhet derived in Section IlI-C.

than indirectly via the switching frequency, as also pragbs 2c) Keep only the switching sequences that are candidates.
in [21]. 2d) Push these sequences onto the stack.

Starting at the current time-stép the generalized MPDTC 2e) Stop if there are no more nodes on the stack with
algorithm iteratively explores the tree of feasible swiitch non-empty switching horizons. The result of this are
sequences forward in time. At each intermediate step, all the predicted (candidate) switching sequenGégk) =
switching sequences must remain candidate sequences — oth- [u’(k),...,u’(k + n; — 1)] of lengthn;, wherei € T

erwise they are being discarded. The traversing through the andZ is an index set.

tree is controlled by the so callesitching horizon composed  3) Compute for each (candidate) sequenee? the associ-
of the elements 'S’ and 'E’, which stand for 'switch’ and ated cost. If the switching frequency is to be minimized,
‘extrapolate’ (or more generally 'extend’), respectivelyhe considerc; = s;/n;, which approximates the average
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T e PM Synchronous Motor
Rated voltage 3000 V Tmd 0.550 pu
Rated current 328 A Tmgq 0.481 pu
Apparent power 1.704 MVA | z;¢ 0.275 pu
Rated frequency 16 Hz Ts 0.030 pu
Rated speed 80 rpm Vrd 1.110 pu

Inverter

T min e e .--..,eaiiiiiipnt A8 Dc-link voltage 4294 Vv Ve 1.753 pu
k-50 k k+50  k+100 k+150 K+200 K+250 Tc 3.716 pu

U max

\Ijs‘min

Un,max

Un,min T T T

Fig. 3: Candidate switching sequence with the associatepli¢o stator flux

(a) Predicted trajectory of the electromagnetic torque .
TABLE I: Rated values (left) and parameters (right) of thenp@nent magnet

synchronous motor and inverter

Note that the prediction horizon induced by the switching
horizon is given byN, = max;cz(n;).

IV. PERFORMANCEEVALUATION

In the following, for a PM synchronous machine whose
ratings and parameters are summarized in Table I, MPDTC’s
performance at steady-state is compared with the one of stan
dard DTC. The comparison is done in terms of the switching
lossesPyy, the switching frequencysy, and the current and
torque THDsI; tvp andT twp, respectively. Standard DTC is
used as the baseline. The operating point is at 80% speed and
100% torque. The width of the bounds, given by the upper
minus the lower bound, is always 5% for the neutral point
potential.

Three comparisons between DTC and MPDTC are shown
hereafter. The first comparison is based on using effegtihel
same bounds on the torque, stator flux and neutral point, the
second one focuses on the same current THD, while the third
comparison maintains the same switching losses. The delate
results are shown in Tables II, Il and IV, respectively. hese
[ comparisons, the impact of the length of the switching tworiz
IS . with a varying number of switching hinges and extrapolation
no . blocks is demonstrated. Moreover, the controller's olject
1 is altered between minimizing the switching frequency and
| the losses. The resulting average prediction horizons lace a
LI . shown.

In the first comparison, MPDTC’s torque and flux bounds
were slighted widened to account for DTC’s bound violatjons
namely a bound width of 6% was used for the torque, 3.3% for
the stator flux and 5% for the neutral point potential. Talle |

k-50 k k+50  k+100 k+150 k+200 £k+250

(b) Predicted trajectory of the stator flux magnitude

n n n n

k-50 k k+50  k+100 k+150 k+200 £k+250

(c) Predicted trajectory of the neutral point potential

o Ror Roe
T T T T

k+50  k+100 k+150 £+200 £+250
(d) Predicted switching sequence

k-50 k

and neutral point trajectories between their respectiyeupnd lower bounds. illustrates that there is a clear benefit in directly redgcin

The time-axis is given by the sampling instants with the sargpiitierval
Ts = 25ps. The switching horizon 'eSSESE’ leads here to a predictiog
horizon of V;,, = 213 time-steps or 5.325ms.

either the switching losses or the switching frequencyhwit
maximum decrease of the targeted quantities of about 50%
when using long horizons. The current distortion is incegelas
switching frequency, where; = if;“,z”’_l [lui(¢) — in some cases, but more importantly the torque THD is
u;(¢ — 1)||1 is the total number of switch transitions inreduced.

the switching sequendé’ (k). Conversely, if the switch- ~ Figs. 4 and 5 depict system values during steady-state
ing losses are targeted, the cost functign= E;/n; is operation at 80% speed and 100% torque for the cases
used, whereE; is the sum of the switching (energy)corresponding to the first and last rows of Table II, i.e. dead

losses according to Section II-A.

4) Choose the switching sequenteé = U'(k) with the

minimal cost, wher@ = arg min;c7 ¢;.

5) Apply (only) the first switch positiom(k) = u* of this

DTC vs. MPDTC with 'eSSESESE’ employing switching
frequency minimization. Even though the bounds were difght
widened in MPDTC to account for the intermittent violations
in DTC, the obtained torque and flux ripples are smaller. Most

sequence and execute the above procedure again atithgortantly, the switching frequency is more than halveegwh

next time-stepk + 1.
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compared to DTC.
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Fig. 4: Standard DTC corresponding to the first rows in TakleBl and IV. All signals are given in pu.
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Fig. 5: MPDTC with the switching horizon 'eSSESESE’ minimigithe switching frequency, and corresponding to the lastirowable II. The operating
point and the scaling are the same as in Fig. 4 to facilitaterecdcomparison. The torque and flux bounds were slightednedi¢o account for DTC'’s
violations of the bounds. All signals are given in pu.

In the second comparison, the torque and flux bounds atr@és not explicitly minimized. Of greater interest, howeyve
modified in MPDTC so as to achieve similar current distortiois the fact that the current and torque distortion levels are
levels as in DTC. As displayed in Table Ill the switchingistinctly lower than those of standard DTC. The current THD
frequency and losses are again improved by up to 50%, baghreduced by one third, while the torque THD is reduced
in the case where they are directly minimized and also whég two thirds and more, when keeping the switching losses
the controller tries to curb the switching frequency. Netibat unchanged.
the reverse does not necessarily hold, at least not to the sa
extent, as it is possible to reduce the switching Iossesiﬂesq
switching relatively often by switching predominantly whe
the phase currents and thus the losses are low.

Mrhe performance in terms of the switching losses and
he switching frequency generally improves for the overall
simulations as the number of switching instants and extrap-
olation segments is increased in the horizon. Specifically,

This fact can be also observed from the results of the thidPDTC with the short switching horizon 'eSSE’ leads to a
comparison, in which the switching losses are kept constaobnsiderable degree of performance improvement when com-
and the torque and flux bounds are adjusted accordingly fmred to standard DTC. Increasing the switching horizomfro
MPDTC. Specifically, in the second column of Table 1V, foreSSE’ to the long horizon 'eSSESESE’ effectively doubles
the same losses the switching frequency is clearly high@nwhthis performance improvement.
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TABLE II: Performance comparison of MPDTC with standard DTCenh

using similar bounds. For MPDTC the switching horizons arel abjective  [4]
function (minimization of the switching frequency or the sshing losses,
respectively) are varied. DTC serves as the 100% baseline. [5]

Control Switching Pred. Obj] Psw  fsw Istip  TetHD [6]

scheme horizon horizon %] (%] (%] (%]

DTC - - - 100 100 100 100

MPDTC eSSE 343 Py, || 828 116 957  59.7 [7]

MPDTC eSSESE 78.7 Psy || 67.7 86.3 102 65.7

MPDTC eSSESESE 150 Psy || 48.3 63.0 96.1 69.7

MPDTC eSSE 39.8 fsw || 80.2 78.8 948 62.7 [8]

MPDTC eSSESE 83.9 fsw || 71.1 685 93.6 63.7

MPDTC eSSESESE 161 fs || 53.9 51.2 102 75.1 [9]
TABLE IlI: Performance comparison of MPDTC with standard DT@ &
similar current distortion level [10]

V. CONCLUSIONS

MPC offers an attractive and flexible way of dealing withy1;
complex control problems and has manifested itself in recen
and promising applications in the area of power electroni?&]
and drives. This paper presented a model predictive direct
torque control method for PM synchronous machines. As the
presented numerical results for steady-state operatitinate [13]
long horizons lead to particularly promising performance
results. Specifically, for a given current distortion levke
switching frequency and the switching losses can be redu
by about 50%, when compared to industrial DTC. Vice versa,
the switching frequency and losses are reduced by 40% for the
same current THD. The torque THD can be reduced by up[ﬂé
70% with respect to DTC. The dynamic behavior of MPDTC
during transients such as torque steps is effectively theesall16]
as in DTC, as previous results in [20] indicate.

Future work will focus on corroborating the performed
simulations through experimental validation. To enable th17]
implementation of long switching horizons a recently pro-
posed computationally efficient version of MPDTC can bgg)
considered that drastically reduces the computation time b
using branch and bound techniques from mathematical pﬁné]
gramming [23].
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